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ABSTRACT

We all know that the emergence of multi-touch changes the traditional human-computer inter-
action. And with the development of 3D technology, we can not just stay in the 2D stage. 3D
interactions become more and more popular. Some gestures are gradually applied in 3D space.
And also 2D gestures became a little weak in interacting with machine. For example 2D multi-
touch interaction detects points rather than fingers. But in 3D space, we can easily get users’ finger
information. That means there will be more types of gestures in 3D. And 3D gestures can be more
natural to interact with computers. 3D interactions become more and more popular and users all
like natural gestures. Therefor, we present a 3D multi-touch interaction using depth camera.

In this research, we generated a 3D multi-touch interaction by using Leap Motion. User can
interact with computer by 3D multi-touch gestures over Leap Motion. Our approach is combine
static data classification and dynamic data detect. Our system can gestures in 3D space using a
depth camera Leap Motion. And also we give a sample application just like a photo viewer. It can
detect 5 kinds of different gestures and give feedback. And if we need to detect more gestures,
we can change the model file at any time. And if we need to detect more gestures, we can change
the model file at any time. Moreover, because of that there is no touching action in 3D space, so
we define a concept of "touch" state just like tap or click. It is a very important part for multi-
touch gestures. We design a method “click down” and “click up”. When the fingers “click down”
means activate the fingers and get into “touch” state, “click up” means release the fingers and back
to “nature” state. We can describe the “touch” state as activating some fingers by “click down”
condition and release by "click up" condition.

Finally we implement the system. Our system can interact with users very friendly. For every
part of our system, its accuracy of recognition is more than 90%. Although in this work we only test
our gesture interaction in a sample application as photo viewer, it also suitable for other possible
application and cooperative work if gesture interaction is needed.

Keywords: Multi-Touch, 3D Gestures, Depth Camera, Leap Motion
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Chapter 1

Introduction

1.1 Research Background

Multi-Touch[1][2] is technology that enables a surface (a touchpad or touchscreen) to recognize

the presence of more than one points of contact with the surface. Multi-touch is an innovation in

the field of human-computer interaction after the mouse and keyboard[3].

Gesture-based interaction has been already a research topic for more than 30 years. It has

shown that gesture can be a good choice for controlling the computer[4][5]. Wachs et al.[6] pointed

out that gestures are useful for computer interaction because they are the most important and man-

ifestations of human communication. They also indicate that the gesture should be designed in-

tuitively and used by the user; that is, a gesture should be related to the operation. Gesture data

extraction is an important process in gesture recognition, mainly divided into two categories[7]:

glove-based, mainly to computer vision. Data gloves can be used to accurately obtain gesture data,

but they usually hinder the user’s tether and set the time. However, recognition based on computer

vision is non-invasive and unconstrained, allowing the user to perform any special operating hard-

ware or device so that he can interact with the system to produce more natural interactions[8]. This

is consistent with the "interpersonal interaction" (HCI) design[9].

1



2 Chapter 1 Introduction

1.2 Multi-Touch

Touch technology people are no stranger to the bank ATM machines are mostly touch screen

function, many hospitals, libraries and other hall has this touch technology computer, support touch

screen mobile phone, MP3, digital camera is also a lot[10]. But these existing touch screens are

single touch, can only identify and support each time a finger touch, click, if more than two points

at the same time be touched, you can not make the right response, and Multi-touch technology can

break down the task into two aspects of the work, one is to collect multi-point signal, the second is

the meaning of each signal to judge, that is, the so-called gesture recognition, in order to achieve

the screen recognition of five Finger at the same time do the click, touch action[11].

Through the observation of the previous study, found that there are many shortcomings and

limitations before the paper, for example, 3, the user had to hover their hands on the screen button

waiting for 1 second, to trigger the action, Longer response times may cause disgust and incon-

venience to the user, and do not allow the user to cancel the operation after the trigger time has

passed, but also to the user a lot of inconvenience[12][13]. Using crossover techniques, crossover

techniques refer to cross events when the cursor intersects the boundary of the graphic object.

While this technique is effective, these crossover techniques are limited for both a basic choice

of operation[14]. Use the "index pointing, thumb up" gesture to perform the selection, which is

not an intuitive choice gesture, since it is independent of its associated operation[15]. The posture

used is defined by the lifting or folding of the fingers, and whether the thumb is stretched, aligned

with the palm, or caught in the palm of the hand, these are not simple operations. With the further

increase in vocabulary, the required gestures also increase, which requires the system to improve

the input accuracy[16] The menu item is numbered, and the user must extend the corresponding

number of fingers to select the given item. This forces the finger to count, so it can not be used for

other operations[17]. Only the index finger of the hand is clicked, and the click gesture is limited

to the selection mechanism.

Multi-touch is an innovation in the field of human-computer interaction after the mouse and
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keyboard. After our investigation[18], we found some kinds of multi-touch gestures are used in

our daily life. Here are 14 kinds of multi-touch gestures that we found in the Internet, we did a

survey of their use and function. These 14 kinds of gestures are very popular in our daily life, but

also some other gestures that not so popular in our life. So choose these 14 kinds of gestures to do

this survey1.

Table 1.1 Survey of some 2D multi-touch gestures.

Action name How to use Function

a. Secondary click
Click or tap with two fingers

on the touchpad

To perform the equivalent of

Control-click or right-click.

b. Smart zoom
Double-tap with two fingers

on the touchpad

To zoom in and back out of a

webpage or PDF.

c. Scroll, slide, swipe
Slide two fingers up or down

on the touchpad
To scroll.

d. Zoom in/out
Pinch with two fingers on the

touchpad
To zoom in or out.

e. Rotate
Move two fingers around

each other on the touchpad.

To rotate a photo or other

item.

f. Swipe between pages
Swipe left or right with two

fingers on the touchpad

To show the previous or next

page.

1https://support.apple.com/en-us/HT204895
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Table 1.2 Survey of some 2D multi-touch gestures.

Action name How to use Function

g. Open Notification Center

Swipe left from the right edge

with two fingers on the touch-

pad

To show Notification Center.

h. Three finger drag
Use three fingers drag on the

touchpad

To drag items on your screen,

then click or tap to drop.

i. Look up and data detectors
Tap with three fingers on the

touchpad

To look up a word or take

other actions with dates, ad-

dresses, phone numbers, and

other data.

j. Show desktop
Spread your thumb and three

fingers apart
to show the desktop.

k. Launchpad
Pinch your thumb and three

fingers together
To display Launchpad.

l. Mission Control
Swipe up with four fingers on

the touchpad
To open Mission control.

m. App Exposé
Swipe down with four fingers

on the touchpad

to see all windows of the app

you’re using.

n. Swipe between full-screen

apps

Swipe left or right with four

fingers on the touchpad

To move between desktops

and full-screen apps.
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Figure 1.1 14 kinds of multi-touch gestures in 2D.

With the development of 3D technology, we can not just stay in the 2D stage. 2D multi-touch

interaction detects points rather than fingers. But in 3D space, we can easily get users’ finger

information. That means there will be more types of gestures in 3D. And 3D gestures can be more

natural to interact with computers. That is why we need 3D multi-touch.
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Figure 1.2 In the case of 2D, these 2 kinds of gestures have the same meaning.
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1.3 Target Problem

With the development of 3D technology, everyone enjoys 3D things and 3D interactions. 3D

interactions become more and more popular. Some gestures are gradually applied in 3D space.

And also 2D interactions became a little weak in interacting with machine. For example 2D multi-

touch interaction detects points rather than fingers. But in 3D space, we can easily get users’ finger

information. That means there will be more types of gestures in 3D. And 3D gestures can be more

natural to interact with computers. 3D interactions become more and more popular and users all

like natural gestures. Therefor, we need 3D multi-touch interactions and we need use gestures in

3D.

In nowadays daily life, only the 2D field of operation has been unable to meet the needs of

todays people, so we need 2d in the multi-touch to expand into 3D field, which is our paper to

solve the problem, That is, to realize a 3D multi-touch interaction using depth camera.

1.4 Structure of this paper

The structure of this paper is designed as follows: Chapter 1 introduces some basic background

and some definition on this field. Chapter 2 given the goal and approach of our research. In Chapter

3, we describe our system give the implementation of our system with such methods. And also

give some evaluation of each part of the system. Chapter 4 gives the conclusion and discussion of

our future work.
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Chapter 2

Research Goal and Approach

Our research goal is to realize a Natural 3D Multi-touch Interaction, to connect the real world

and the virtual world.

Figure 2.1 Our research goal is to realize a Natural 3D Multi-touch Interaction, to connect
the real world and the virtual world.

We all know that the emergence of multi-touch changes the traditional human-computer in-

teraction. But with the development of 3D technology, we can not just stay in the 2D stage. 3D

9
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interactions become more and more popular. Some gestures are gradually applied in 3D space.

And also 2D gestures became a little weak in interacting with machine. For example 2D multi-

touch interaction detects points rather than fingers. But in 3D space, we can easily get users’ finger

information. That means there will be more types of gestures in 3D. And 3D gestures can be more

natural to interact with computers. 3D interactions become more and more popular and users all

like natural gestures. Therefor, we need 3D multi-touch interactions and we need use gestures in

3D.

But there are also some gaps to realize 3D multi-touch. For example in the case of 2D multi-

touch gestures, when we want to do some gestures our fingers have to get into a state, touching the

touchpad or screen. But in 3D we could not touch anything. So we need to define a “touch” state of

3D multi-touch, it is the most important thing. We design a method “click down” and “click up”.It

just like tap or click in 3D space but not real touch. When the fingers “click down” means activate

the fingers and get into “touch” state, “click up” means release the fingers and back to “relax”

state. We can describe the “touch” state as activating some fingers by “click down” condition. And

release by “click up” condition. Our approach is combine static data classification and dynamic

movement trajectory detect. Our system can gestures in 3D space using a depth camera Leap

Motion. And also we give a sample application just like a photo viewer. It can detect 5 kinds of

different gestures and give feedback. And if we need to detect more gestures, we can change the

model file at any time.

Our system is designed by the following steps:

1. For every finger, recognizing the “click down” frame by frame. If any finger is detected as

“click down” then set these fingers into “touch” state.

2. Count how many fingers in “touch” state and classify the finger shape. This is the initializa-

tion of gestures.

3. Detect the motion information of fingers to judge which gesture users perform and give

feedback.
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4. For every finger in “touch” state, if we recognize any finger with “click up” action or any

other fingers "click down", then finish the current gesture or move to another multi-touch gesture.
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Chapter 3

System Design and Implementation

In this section, we will introduce about the implementation process about my research. And

also include some tools introduce and some experiments and evaluation.

3.1 Development tools

We mainly used several tools to implement our research. For hardware device we used a Leap

Motion[19][20] sensor and a Windows PC, for software we used C++ development environment

and Qt. And we also used libSVM[21] package in the machine learning part.

3.1.1 Hardware Overview

For our hardware devices we used a DELL notebook computer (Intel(R) Core(TM) i7-3612QM

CPU @ 2.10 GHz, RAM 8GB, 64bit Windows 10 operation system), and a Leap Motion sensor[19]

[20].

We use leap motion as our depth device to get the information of gestures. The leap motion

system recognizes and tracks hands and fingers. The device operates in an intimate proximity with

high precision and tracking frame rate and reports discrete positions and motion[20].

13
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The Leap Motion controller uses optical sensors and infrared light[6]. And the Leap Motion

system employs a right-handed Cartesian coordinate system just like the figure shows. The origin

is the center of the top of the Leap Motion device. The x-axes and z-axes is a horizontal plane

parallel to the Leap Motion device, and the x-axis is parallel to the long edge of the Leap Motion,

the x-axis is parallel to the short edge of the Leap Motion. The y-axis is vertical with the plane just

like the figure shows[22].

Figure 3.1 The Leap Motion right-handed coordinate system.

Leap Motion API Overview[20]

As the Leap Motion controller tracks hands and fingers in its field of view, it provides updates as

a set frames of data. Each Frame object representing a frame contains any tracked hands, detailing

their properties at a single moment in time. The Frame object is essentially the root of the Leap

Motion data model.[20]
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The hand model provides information about the identity, position, some vectors and other char-

acteristics of a detected hand, and lists of the fingers associated with the hand. Hands are repre-

sented by the Hand class. Just like the following figure shows, we can get the Hand palmNormal()

and direction() vectors which define the orientation of a hand.

Figure 3.2 The Hand palmNormal() and direction() vectors define the orientation of the
hand.

The Leap Motion controller provides information about each finger on a hand. If all or part of
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a finger is not visible, the finger characteristics are estimated based on recent observations and the

anatomical model of the hand. Fingers are identified by type name, i.e. thumb, index, middle, ring,

and pinky[20]. Fingers are represented by the Finger class. Just like the figure shows, tipPosition()

and direction() are saved as vector type, and we can get these of every finger directly from the Leap

Motion API.

Figure 3.3 Finger tipPosition() and direction() vectors provide the position of a finger tip
and the general direction in which a finger is pointing.
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A Finger object also provides a Bone object describing the position and orientation of each

anatomical finger bone. All fingers contain four bones ordered from base to tip. We will use these

kinds of informations in the classification part of this system. The Leap Motion API provides a

model of fingers’ bone object. And this model for the thumb does not quite match the standard

anatomical naming system because a real thumb has one less bone than the other fingers[20].

3.1.2 Software Overview

We use Qt[23] for windows as our development software tool. Qt is a cross-platform applica-

tion framework that is used for developing application software that can be run on various software

and hardware platforms with little or no change in the underlying codebase, while still being a na-

tive application with native capabilities and speed.

Qt is a very good software to make GUI.[14]

LIBSVM[21] is a popular open source machine learning libraries, developed at the National

Taiwan University and written in C++ though with a C API. LIBSVM implements the SMO algo-

rithm for kernelized support vector machines (SVMs), supporting classification and regression.

3.2 "Touch" State Implementation

To realize Multi-touch gestures in 3D space, the first question we need to solve is how to get in

“touch” state. That is how to realize “click down” and “click up”. In this section, we realize and

compare some previous work.

3.2.1 Three Fingers Click

To realize Multi-touch gestures in 3D space, the first question we need to solve is how to get in

“touch” state. That is how to realize “click down” and “click up”. In this section, we realize and

compare some previous work.
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In this approach[24], we assume that a finger clicking event occurs when the index finger passes

beyond a given threshold. First we can get the fingertip position of thumb, index finger, and middle

finger and we noted these three points as T, I, and M. and we can also get the palm center of the

hand we noted as P. As we know three fingers can make a plane, so we describe a plane [M, P, T]

and we can also get the normal vector of the plane NP. And then we can get the angle between the

vector NP and the vector PI. And the Residual angle of this angle is the angle between the plane

[M, P, T] and the vector PI, we noted as θ .

Figure 3.4 Three fingers click sample a

To define the threshold, we did an experiment to get the angle θ and select a threshold of 12

degrees empirically.



3.2 "Touch" State Implementation 19

Figure 3.5 Three fingers click sample b

We also test different directions to three fingers click, and in all of these case a, b, c, and d

it can also works very well. But in the case of b and d, the recognition rate will be a little lower

because of the perspective of device. Maybe in this case the camera has a blind spot of different

fingers.

Figure 3.6 Different direction of three fingers click
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3.2.2 Depth Click

In this approach[24], we concentrate not only the index finger but all of five fingers. First we

can get the fingertip position of thumb, index finger, middle finger, ring finger, and small finger,

and we noted these five points as T, I, M, R, and S. and we can also get the palm center of the hand

P and the normal vector of palm NP. So we can get the angle between the vector NP and any finger

vector. And the Residual angle of this angle is the angle between palm and the finger vector, we

noted as θ [i].

Table 3.1 The biggest and smallest θ [i].

Thumb Index finger Middle finger Ring finger Small finger

Smallest angle 18.3 21.1 21.7 17.5 16.7

Biggest angle 50.2 73.6 69.3 58.9 51.0

Because different finger has different smallest θ , we choose an angle that smaller 5 degrees

than θ as the threshold. If a finger crosses this threshold, we suppose that this finger is now in a

click position.

Table 3.2 The threshold of every finger.

Thumb Index finger Middle finger Ring finger Small finger

Threshold 13.3 16.1 16.7 12.5 11.7

The Three Fingers Clicking gesture was limited, both in terms of ergonomics and functionality,

the latter being that it only offered the users the possibility of performing a simple click; any other
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selection/gesture was impossible. But in depth click, we present "click down" and "click up" for

every finger, that means every finger can make a depth click.

Figure 3.7 Depth click with thumb and index finger

3.2.3 Xpli Click

Even though we were able to detect the click of any finger in hand in Depth Click, the clicking

was also limited to a generic click detection, without being able to take advantage of the fingers

position for further possible operations. To be able to explicitly detect clicks, we present an ame-

lioration over Depth Click, “Xpli Click”.

Xpli click[24] mainly has two differences with depth click. First is that our hand can keep a

relaxed neutral position. second is that we compute Y-Travel to determine the click finger.

• Relaxed Neutral Position

Neutral position is the posture that users have to keep their hands when they do not wish to

generate any click. In both depth click and three fingers click, users have to keep their fingers fully

extended to stay in the neutral position. Just like the following figure a shows is the fully extended

neutral position. And in the case of depth click and three fingers click, the same threshold was used
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for every finger without taking into consideration of the different fingers. But the truth is that for

each finger, the threshold can be different. Not only did holding their fingers in this posture caused

some discomfort for the users, it also limited the possible interactions. So we present xpli click,

in Xpli Click, we introduce a new neutral position where the fingers are open but instead of being

fully extended, they are held in the most relaxed position for the users. Just like the following

figure b. We took into account the fact that every finger had a different threshold. To be able to

accomplish this new neutral position, we asked the participants to keep their fingers still, and in a

posture that felt relaxed and easy to maintain as a neutral position. Finally we calculate the average

of the angle of every finger, and then we determine the threshold for every finger.

Figure 3.8 figure a in neutral postures of Depth Click, and figure b is in neutral postures
of Xpli Click.
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First we keep the hand as relaxed neutral position for about 200 frame. And then compute the

angle between finger vector and palm normal vector. And we use 5 degree more than the residual

of neutral angle as the threshold for every finger.

Table 3.3 The threshold of every finger in xpli click.

Thumb Index finger Middle finger Ring finger Small finger

Neutral angle 82.3 84.7 85.2 84.6 83.2

Residual angle 7.7 5.3 4.8 5.4 6.8

Threshold 12.7 10.3 9.8 10.4 11.8

• Y-travel

Y-Travel describes the size of finger movement. And I also use angle to describe this. Every

time we find the biggest Y-Travel and if current finger has the biggest Y-Travel, then current finger

is the click finger.
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Figure 3.9 Both the ring and small fingers have crossed their thresholds, however, the
Y-Travel of the small finger is bigger than that of the ring finger, so the small finger is
detected as the clicking finger.

3.2.4 Evaluation of Click

We test the recognition rate of this click in 3 different speed of three fingers click.

Table 3.4 The recognition rate of three fingers click.

Slow (10 clicks per min) Normal (60 clicks per min) Fast (120 clicks per min)

95% 95% 90%
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We test the recognition rate of this click in 3 different speed of depth click.

Table 3.5 The recognition rate of depth click.

Slow (10 clicks per min) Normal (60 clicks per min) Fast (120 clicks per min)

Thumb 90% 90% 85%

Index 95% 100% 90%

Middle 95% 95% 90%

Ring 95% 90% 90%

Small 90% 90% 85%

We test the recognition rate of this click in 3 different speed of xpli click.

Table 3.6 The recognition rate of xpli click.

Slow (10 clicks per min) Normal (60 clicks per min) Fast (120 clicks per min)

Thumb 90% 91% 90%

Index 95% 94% 91%

Middle 94% 94% 92%

Ring 92% 90% 90%

Small 93% 91% 91%

The result shows that xpli click maybe the best one, so finally we choose xpli click as our click

method.



26 Chapter 3 System Design and Implementation

Then we tested the recognize rate of "click down" and "click up" separately.

Table 3.7 The recognition rate of click down.

Slow (10 clicks per min) Normal (60 clicks per min) Fast (120 clicks per min)

Thumb 93% 92% 92%

Index 96% 94% 95%

Middle 95% 94% 93%

Ring 94% 92% 92%

Small 95% 93% 93%

Table 3.8 The recognition rate of click up.

Slow (10 clicks per min) Normal (60 clicks per min) Fast (120 clicks per min)

Thumb 90% 91% 90%

Index 95% 94% 94%

Middle 94% 94% 92%

Ring 93% 91% 91%

Small 93% 92% 91%

Here are some screenshots of our click system.
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Figure 3.10 Demonstration effect of click down.

Figure 3.11 Demonstration effect of click up.
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3.3 Hand Shape Classification

The 3D hand model can be divided into body model, grid model, geometric model and skeleton

model. In contrast, the three-dimensional skeleton model is easy to implement and can reflect the

three-dimensional characteristics, can be reconstructed through a certain method to meet the real

requirements of the training with virtual hands. So we use three-dimensional skeleton model to

describe a hand shape.

3.3.1 Data Collection

We choose 26 key points to describe a hand shape.

Figure 3.12 26 key points of a hand.
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•Metacarpal – the bone inside the hand connecting the finger to the wrist (except the thumb);

• Proximal Phalanx – the bone at the base of the finger, connected to the palm.

• Intermediate Phalanx – the middle bone of the finger, between the tip and the base.

• Distal Phalanx – the terminal bone at the end of the finger.

• DIP, Distal Interphalangeal.

• PIP, Proximal Interphalangeal.

•MCP, Metacarpophalangeal.

• RIP, Root Interphalangeal.

This model for the thumb does not quite match the standard anatomical naming system. A real

thumb has one less bone than the other fingers. So thumb does not have RIP and Metacarpal.

But not all of these points we can get directly from leap motion. So we need make a model to

calculate these points. For the index finger, middle finger, ring finger, small finger, only consider

the case of independent distortion, the state of the fingers are mainly straight state and bending 2

states. Regardless of the state of the finger, in the case of neglecting the thickness of the fingers,

we can think of its TIP, DIP, PIP and MCP in the same plane; for the thumb, you can think that

the fingers of the palm joint points coincide with the wrist, TIP, DIP and PIP is in the same plane.

According to the position relation, the position of the key point in the local plane coordinate system

can be constructed. The constructed local coordinate system of the finger can be expressed in the

Lp coordinate system, and it can be expressed by the coordinate transformation. And obtains the

coordinates of the key points in the Lp coordinate system to obtain the three-dimensional position

of the key points.The Lp coordinate system is the Leap Motion-based coordinate system in the real

space, the three-dimensional coordinates of the key points in the coordinate system are completed

Attitude estimation.

To sum up, according to the number of key points and modeling methods, the key points of

the model is divided into two categories: index finger, middle finger, ring finger and little finger

as a class, there are four key points of these fingers, constitute a four vertices of the quadrilateral
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are modeled using a planar quadrilateral model; the thumb is a class, and the thumb has three key

points, forming three vertices of a triangle, using a planar triangular model.

For the plane quadrilateral model. Index finger, middle finger, ring finger, small finger four

fingers similar structure, similar to the movement state, and have a TIP, DIP, PIP and MCP of the

four key points, modeling methods and solution quadrilateral similar. To the finger of the palm

joint point as the origin, that the palm joint point to the fingertip point of the direction of the x-

axis, perpendicular to the x-axis and the far point of the joint, near the joint y value of non-negative

direction of the y-axis , To construct the local plane coordinate system of the finger, as shown in

the figure. Among them, the dots represent the positions of four key points, and θ1 and θ2 indicate

the angle between the proximal and distal joints.

Figure 3.13 Parallel deformation model.

Thus, the construction of a finger of the local plane coordinate system quadrilateral model is as

follows:
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
lAD = d

lAB + lBC + lCD = l

lAB : lBC : lCD = a : b : c

(3.1)

d corresponds to the length of the finger’s fingers in the actual space (ie, the distance from the palm

joint point to the fingertip), l corresponds to the total length of the finger. The angle constraint is


α +β +θ1 +θ2 = 2π

θ2 = γ ·θ1,γ ≥ 1

π

2 ≤ θ1 ≤ π, π

2 ≤ θ2 ≤ π

(3.2)

In order to meet the physiological results of human hand, according to the general proportion of the

length of the finger segment and the bending angle of the joint, through the comparison experiment

with the real hand, this paper defines the relationship between the length of the segment and the

angle ratio as the empirical estimate.

lAB : lBC : lCD = 1.5 : 1.2 : 1θ2 = 1.2θ1 (3.3)

Solve the coordinates of 3 points B, C, D. For AC and BD 2 auxiliary lines, according to the cosine

theorem to solve the model.

f (x,y,φ) = x2 + y2−2xycosφ (3.4)

So,
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
f (lAB, lAD,α) = f (lBC, lCD,θ2)

f (lAD, lCD,β ) = f (lAB, lBC,θ1)

(3.5)

B point is DIP, C point is PIP and D point is TIP, so,


B(lAB cosα, lAB sinα)

C(lAD− lCD cosβ , lCD sinβ )

D(lAD,0)

(3.6)

Thumb finger palm joint can be considered coincident with the wrist point, the thumb has a TIP,

DIP and PIP 3 key points, modeling methods and solution triangle similar.

Figure 3.14 Triangle model.

With the PIP of the thumb as the origin, the direction of the DIP to the TIP is the x-axis, the y-

axis is the direction perpendicular to the x-axis and the y-axis of the far-off joint y is non-negative,

As shown in the figure, where the dots represent the positions of the four key points and α is the

angle at which the DIP are bent.
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Thumb Local Plane Coordinate System Triangle model is as follows:


lAC = d

lAB + lBC = l

lAB : lBC = a : b

(3.7)

Solve the coordinates of B and C. Among them, the finger length proportional relationship is

defined as the empirical value lAB : lBC = 1.2 : 1.

According to the cosine theorem

f (lAB, lAC,α) = l2
BC (3.8)

So B is DIP and C is PIP, and so, 
B(lAB cosα, lAB sinα)

C(lAC,0)
(3.9)

The key model of this paper has the characteristics of self-adaptation for different real hands.It can

be seen from the model description that the model calculates the adaptability of the model with

the length of known and length adaptive.The model calculation uses the length of the finger The

length of the extension d and the total length of the finger l, the extension length d of the finger is

obtained by Leap Motion, the total length of the finger is the attribute of the finger, the total length

of the different fingers is different, before the experiment needs to be calibrated by the length of

the finger Method of collection, thus ensuring the model of different hands and different fingers of

the adaptability.

The coordinates of the key points in the local coordinate system of the finger are obtained by

solving the plane quadrilateral model and the plane triangular model.Obviously, the coordinates in
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the local plane coordinate system can not be used as the final attitude estimation results. For each

frame data obtained, Change the coordinates of each key from the finger local coordinate system

to the Lp coordinate system.

As shown in the figure, the Lp coordinate system is O-xyz, which is the coordinate system

that reflects the position of the hand in the real world coordinates, and the finger plane coordinate

system is directly expanded into the three-dimensional coordinate system O′− x′y′z′ according

to the right-hand rule. Using the Leap Motion to obtain the finger length L f inger and the fingertip

coordinate (xT ,yT ,zT ), the finger direction u f calculates the origin position of the finger coordinate

system O′− x′y′z′ in the Lp coordinate system as (x0,y0,z0) = (xT ,yT ,zT )−u f ·L f inger. Using the

finger direction u f , the palm normal vector up to solve the finger coordinate system O′− x′y′z′

coordinate axis vector in the Lp coordinate system is expressed as u′x = u f ,u′z = u′x×up and u′y =

u′z×u′x.
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Figure 3.15 The coordinate transformation of the finger plane coordinate system to the
Lp coordinate system.

Based on the obtained coordinate system coordinate (x0,y0,z0), u′x,u
′
y,u
′
z and the three-dimensional

coordinate transformation formula, we can obtain the coordinate (x′,y′,z′) conversion formula of

one point (x1, y1, z1) in the Lp coordinate system O-xyz to the local coordinate system O′− x′y′z′

of the finger (x′,y′,z′,1) = (x1,y1,z1,1) ·T ·R. Through the matrix inverse transformation process,

obtained within the finger local coordinate system O′− x′y′z′ (x′,y′,z′) to Lp coordinate system

O-xyz coordinates (x1,y1,z1) conversion formula

(x1,y1,z1,1) = (x′,y′,z′,1) ·T−1 ·R−1 (3.10)
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T =



1 0 0 0

0 1 0 0

0 0 1 0

−x0 −y0 −z0 1


(3.11)

R =



u′x1
u′y1

u′z1
0

u′x2
u′y2

u′z2
0

u′x3
u′y3

u′z3
0

0 0 0 1


(3.12)

For each frame of data, since the origin of the finger coordinate system and the coordinate axis

direction are unique in the Lp coordinate system, the transformation of the key points into the Lp

coordinate system is also unique.
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Figure 3.16 We use matlab to show the 26 points of a hand from different perspective.
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Figure 3.17 We use matlab to show the 26 points of a hand from different perspective.
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Figure 3.18 We use matlab to show the 26 points of a hand from different perspective.
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Table 3.9 A sample of key points of hand.

RIP MCP PIP DIP TIP

Thumb

(-29.683,

187.676,

70.2258)

(10.4183, 195.15,

69.1618)

(37.0169,

194.366, 60.871)

(50.7828,

188.273, 49.065)

Index

(-31.7254,

201.708,

57.0196)

(12.8738,

192.849,

17.6586)

(40.2285,

195.255, -

4.23539)

(56.0532,

191.925, -

15.588)

(66.2999,

184.474, -

21.4666)

Middle

(-38.0803,

200.975,

49.2481)

(-1.41412, 191,

6.71806)

(22.5608,

192.846, -

24.4958)

(38.0038,

188.491, -

41.3158)

(48.2535,

180.377, -

49.3829)

Ring
(-45.2578,

198.118, 42.831)

(-18.6058,

187.641,

0.381797)

(-2.49091,

187.777, -

32.3944)

(9.15772,

182.434, -

51.0645)

(17.6732,

173.942, -

60.4801)

Small

(-53.192,

190.273,

39.5348)

(-34.5376,

181.285, -

3.1037)

(-29.9593,

181.157, -

31.6433)

(-25.4107,

177.046, -

46.4094)

(-19.4905,

168.963, -

56.3175)

3.3.2 Normalization and Scale

We find that the finger shape information has no relationship with position. So we do the

normalization of finger shape data. First we translate the finger shape points until the palm center

is on the origin coordinate. Then rotate the points around the palm center until the palm normal
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vector is on the -y coordinate axis. And rotate again the points around the y coordinate axis until

the palm direct vector is on the -z coordinate axis. The normalization procedure just like the figure

shows.

Figure 3.19 Normalization procedure.
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Figure 3.20 Normalization procedure.
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Figure 3.21 The original data of 26 points.

Figure 3.22 The data after normalization.

When we do the normalization to data, we can see that the palm center point become the

coordinate origin. So we remove this point.
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Figure 3.23 Data without the palm center(coordinate origin).

There is another problem that some data very far from the leap motion looks very small and

some data very near looks very big. But we know the finger shape information has no relationship

with how big the model is. To solve the problem and also improve the classification accuracy, we

try to scale all of the data to [-1, 1].

Figure 3.24 Data after scale to [-1, 1].
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3.3.3 Model Train

We choose 3 finger shape of 5 typical kinds of gestures to classify.

Table 3.10 5 typical kinds of gestures.

Action name How to use Function

a. Scroll, slide, swipe
Slide two fingers up or down

on the touchpad
To scroll.

b. Zoom in/out
Pinch with two fingers on the

touchpad
To zoom in or out.

c. Rotate
Move two fingers around

each other on the touchpad.

To rotate a photo or other

item.

d. Swipe between pages
Swipe left or right with two

fingers on the touchpad

To show the previous or next

page.

e. Three finger drag
Use three fingers drag on the

touchpad

To drag items on your screen,

then click or tap to drop.

Because the gesture a and d, b and c have the same finger shape, so we only need to classify 3

kinds of finger shape.
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Figure 3.25 3 kinds of finger shape and the points model.

Then we get 540 sets of data as our training sample, using SVM train a model to predict the

new data.
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Figure 3.26 The training procedure.
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Figure 3.27 This is the model file after training with 3 classes.

3.3.4 Predict Test and Evaluation

We get 60 sets of data as our predict data. The first result is the predict accuracy without

normalization and scale.

Figure 3.28 Accuracy without normalization and scale.

This is the accuracy after normalization but without scale.

Figure 3.29 Accuracy after normalization.

This is the accuracy after normalization and scale.
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Figure 3.30 Accuracy after normalization and scale.

3.4 Motion Recognition

Finally, we need to detect the motion of fingers to give the feed back. There are some sample

effects of our system.

After we classify by finger shape, we get three possibilities. The first is three fingers drag,

second is zoom in/out or rotate, third is two fingers scroll or two fingers swipe. Now we need to

judge which is the specific gesture by the movement trajectory.

In the case of thumb and index finger touched, we can switch between zoom gesture and rotate

gesture freely. That means when we do a zoom gesture, but at that time we also want to do a rotate

gesture, we need not relax the two fingers and touch again, we can do it directly. We can get the

two fingers’ fingertip position information easily, and then we can calculate the distance of thumb

fingertip and index fingertip, we marked as d. And the initial distance we marked as d0, that means

the distance of two fingertip just when classification finished.

And we monitor d frame by frame. For each frame, we calculate the ratio of d to d0. And at

the same time we zoom the graphical interface by the same ratio.

We give a sample application just like a photo viewer to show the effect of gesture recognition.

We can also use our system in any other application which need a gesture interaction, but now we

give a sample application as a photo viewer just like the following figures show.
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Figure 3.31 Effect of zoom in/out.

At the same time, we also get the vector from thumb fingertip to index fingertip, we marked

as v. And the initial vector we marked as v0, that means the vector from thumb fingertip to index

fingertip just when classification finished. For each frame, we calculate the angle between v and

v0, And at the same time we rotate the graphical interface follow the angle.
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Figure 3.32 Effect of rotate.

In the case of three fingers drag, we can also get the middle fingertip position information eas-

ily. we mark the initial middle fingertip coordinate as (x0,y0,z0), and we get the middle fingertip

coordinate (xi,yi,zi) frame by frame. For each frame, we calculate the distance and direction be-

tween (xi,yi,zi) and the previous frame (xi−1,yi−1,zi−1), and then make the appropriate movement.

Figure 3.33 Effect of three fingers drag.
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In the case of two fingers scroll or swipe, it is very similar to three fingers drag. The difference

is we just need to judge the movement of each frame is horizontal or vertical. If we get a horizontal

movement, then we give a swipe feedback. If we get a vertical movement, then we give a scroll

feedback.

Figure 3.34 Effect of scroll.
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Figure 3.35 Effect of swipe.

3.5 Experiment

We mainly did a experiment with the accuracy of our system.

In this experiment, we invited 3 users aged 22-25, each of the user have no experience with

such kind of system but have related knowledge about how to use Leap Motion. The experiment

step are as follows

1. Each user perform the 5 gestures one by one in two kinds of different speed for 20 times.

2. We calculate the accuracy of each gesture in different speed.

The results are as the table showed.
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Table 3.11 Result of experiment.

User No.1 User No.2 User No.3

Two fingers scroll(slow) 100%(20/20) 95%(19/20) 95%(19/20)

Two fingers scroll(fast) 90%(18/20) 90%(18/20) 90%(18/20)

Two fingers swipe(slow) 100%(20/20) 100%(20/20) 95%(19/20)

Two fingers swipe(fast) 90%(18/20) 95%(19/20) 90%(18/20)

Zoom in/out(slow) 100%(20/20) 95%(19/20) 95%(19/20)

Zoom in/out(fast) 95%(19/20) 95%(19/20) 90%(18/20)

Rotate(slow) 95%(19/20) 95%(19/20) 95%(19/20)

Rotate(fast) 95%(19/20) 95%(19/20) 90%(18/20)

Three fingers drag(slow) 100%(20/20) 100%(20/20) 100%(20/20)

Three fingers drag(fast) 100%(20/20) 95%(19/20) 100%(20/20)

We calculate the average accuracy of each gesture. The result is as the figure shows.
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Figure 3.36 Result of experiment.

From the result we can see speed has some effect on accuracy.

Table 3.12 The effect on accuracy of speed.

Scroll Swipe Zoom Rotate Drag

Slow 96.67% 98.33% 96.67% 95% 100%

Fast 90% 92.67% 93.33% 93.33% 98.33%

And then we calculate the average accuracy of each gesture. The result is as the figure shows.
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Figure 3.37 Average accuracy of each gesture.

Finally we get the accuracy of each gesture and we can calculate the average accuracy of our

system is 95.43%.

3.6 Summary of this chapter

In this chapter, we introduce our implementation details step by step. In our system, we com-

bine the click part, classification part and movement recognition part as one system.

First we detect "click down" for every finger. If any fingers Triggered the threshold, that means

get into "touch" state. Then we get the finger shape information at the same time, and classify the

static data at that frame by the model that we have trained. Now we can classify 3 kinds of finger

shape, but we can change the model file and classify more finger shape at any time when we need.

And then we can further determined gesture by the movement trajectory of fingertip. And then
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give users a real time feedback. Finally, if we detect any fingers get out of "touch" state or any

new fingers get into "touch" state, we move to the classification procedure and begin a new gesture

recognition process.

In our work, we combine static finger shape and dynamic movement trajectory to recognize

gestures. We use some math method to calculate some data and also use machine learning method

to classify data by finger shape.
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Chapter 4

Conclusion and Future Work

4.1 Conclusion

Because of 3D interactions becoming more and more popular. And also 2D gesture interaction

seems a little weak in interacting with machine. So in our research, we presented a natural 3D

multi-touch interaction in 3D space using depth camera.

In this work, we generated a 3D multi-touch interaction by using Leap Motion. User can

interact with computer by 3D multi-touch gestures over Leap Motion. Our approach is combine

static data classification and dynamic data detect. Our system can gestures in 3D space using a

depth camera Leap Motion. And also we give a sample application just like a photo viewer. It can

detect 5 kinds of different gestures and give feedback. And if we need to detect more gestures,

we can change the model file at any time. And if we need to detect more gestures, we can change

the model file at any time. Moreover, because of that there is no touching action in 3D space, so

we define a concept of "touch" state just like tap or click. It is a very important part for multi-

touch gestures. We design a method “click down” and “click up”. When the fingers “click down”

means activate the fingers and get into “touch” state, “click up” means release the fingers and back

to “nature” state. We can describe the “touch” state as activating some fingers by “click down”
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condition and release by "click up" condition.

Our system can interact with users very friendly. For every part of our system, its accuracy

of recognition is more than 90%. Although in this work we only test our gesture interaction in a

sample application as photo viewer, it also suitable for other possible application and cooperative

work if gesture interaction is needed.

4.2 Future Work

Our research is aimed to realize a 3D multi-touch interaction. We mainly make some progress

on system design and implementation, but there are still exist some aspects that can be improved.

1. Our recognition rates are not so perfect, we can also do something to improve the accuracy.

2. We can implement more kinds of gestures and even define some new gesture in 3D space.

3. When we get into "touch" state, sometimes skip out before we finish a gesture. So maybe

we can improve this part of system in the future.
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