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Abstract

Recent years, as movable monitors are increasingly used in domestic space for room
surveillance, they require simple, intuitive manipulation system to control their motion. Some
previous researchers have realized mobile monitor manipulation. However, the previous way
of joystick based controller dose not realize direct and intuitive manipulation. In addition,
the way of using single viewpoint, third-person view or first-person view, for monitor control
may have respective disadvantages in different situations.

In this study, we aim to propose a monitor manipulation system which enables users
to control each part of actuated monitor intuitively with interaction of augmented reality
models from dual point of view. Third-person view, provided by a fixed setting camera
in working space, allows user to understand the surrounding environment of monitor for
specifying the distance of movement or direction of rotation and avoiding collision with
obstacles. First-person view, seen by the camera mounted on monitor, can work in some
specific situations, such as the dead zone of third-person view. Moreover, augmented reality
models are applied into monitor control which allow users to manipulate each part of monitor
by directly dragging the corresponding models to target position or direction on dual point
of view. With these models, we can realize the spatially consistent relation between virtual
world and real world.

Through this system, we have realized the concept of user-centered manipulation, which
means the action of target object is described in user’s coordination system. Thus users do
not need to consider the position difference between controller and monitor which can avoid
mapping errors between users’ input and monitor’s resulting movement. In addition, the
controller using a portable computer has advantages over the conventional switch/button
interface since it provides unlimited interaction designed by software. Lastly, we carried out
a preliminary user study to evaluate our design and the performance of the system, and a
positive feedback has been received.
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Chapter 1

Introduction

1.1 Domestic Robot Control

Recent years, the mobile robots are entering into domestic setting for service utilization[1].

The increasing presence of these robots in daily living activities requires the development of

more natural Human-Robot Interaction capabilities [2]. For instance, robot with pan-tilt and

caterpillar band generally has a multi-DOF (degree of freedom) so these products require not

only simple on/off control but also complicate motion control in space[3]. Joystick based

controllers are commonly used to control robot. Recent years, however, robot control by

mobile phone and PC is widely used since it enables human to connect with the robot via

mobile communication network regardless of time and space (Fig 1.1). In addition, compared

to conventional switch/button controller, video-based interface like smartphone and PC can

provide unlimited interaction designed by software [1].
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Fig. 1.1 Domestic robot manipulation system

There are various point of view used for controlling robot in video-based interfaces.

Top-down view has been widely used since it is easy for understanding the locomotion of the

working space. Sakamoto et al. proposed a video-based Tablet PC interface to command

home robots by using stroke gestures on a computer screen [4]. In this system, ceiling

mounted cameras provide the user a top-down view. On the one hand, it can give users a

more realistic feeling of controlling the robot. On the other hand, top-down view is useful for

detecting the location of robots and objects because it is not necessary to apply coordinate

transformation. Kato et al. developed a multi-touch interface with a top-down view from a

ceiling camera for controlling multiple mobile robots,with which users can see the global

situation at once[5]. Guo et al. presented two innovative interfaces that allow a single

operator to interact with a group of remote robots using toys and touch on a large tabletop

display showing a top-down view of the working space in real time[6].

Besides, a number of interfaces for robot control are based on the first-person view

(robot’s-eye view). Fritsche et al proposed using augmented reality to provide the operator

with first-person vision and a natural interface to directly control the camera, and at the

same time the robot [7]. Pittman et al explored the capabilities of head tracking combined

with head mounted displays as an input for robot navigation [8]. In this system, the first-

person view is used to make their controls more meaningful to users given the difference in

relative viewpoints. Lui et al proposed a novel semi-autonomous control framework for two

mobile robots teleoperated by a single remote user via a first-person view camera attached
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on the over-seeing wheeled mobile robot with some visuo-haptic feedback[9]. Correa et

al. proposed a multimodal framework for interacting with an autonomous robotic forklift

through a combination of spoken utterances and sketched gestures on the robot’s-eye view

displayed on the interface [10].

Third-person view is also used in video-based remote robot control systems. Ruffaldi et

al presented a stereo augmented reality eye-wear integrated in a working helmet for HRC

with a humanoid robot for collaborative applications,which creates a third point of view

augmented reality feedback based on robot state[11]. Hosoi et al. proposed a system called

Shepherd that allows a user to manipulate robots such as radio controlled cars from his

viewpoint[12]. In this system, the user holds a mobile device in his/her hand which can

capture images of robots through a camera mounted on a mobile device.

1.2 Augmented Reality

1.2.1 Overview

Augmented reality is the technology which integrates digital information with the user’s

environment in real time. Unlike virtual reality, which creates a totally artificial environment,

augmented reality uses the existing environment and overlays new information on top of

it. With the help of AR technology, the information about surrounding real world becomes

interactive and digitally manipulable [13].

Augmented reality system has three prominent features[14]:

• combines real and virtual objects in a real environment

• registers real and virtual objects with each other

• runs interactively, in three dimensions, and in real time

Currently, there are two general definitions of augmented reality. Ronald Azuma,

from University of North Carolina, believes that augmented reality includes three aspects:

combining virtual object with reality, real time interaction and three dimension[15]. Paul
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Milgram Fumio Kishino put forward another definition in 1994, which is named Milgram’s

Reality-Virtuality continuum[16].

1.2.2 Technology

Commonly, augmented reality is the combination of the hardware and software. Cur-

rently, many software development kits have appeared to promote the development of aug-

mented reality applications. In the aspect of hardware, an AR platform combines processors,

displays, sensors, and input devices.

Various technologies are used in augmented reality rendering. For example, Head-

mounted displays (HMDs) are commonly used to improve the user’s sense of immersion.A

head-mounted display renders images of both the physical world and virtual objects over the

user’s field of view and adjust accordingly with the user’s head movements.



Chapter 2

Research Goal and Approach

2.1 Target Problem

As we known, mobile robot control is a fundamentally important problem in the robotics

society. Some previous researchers have designed various video-based interfaces for robot

control from single view, like third-person view or the first-person view. However, we find

that these works have some problems.

In the third-person view provided by the fixed setting camera, the first problem is related

to the difference between human’s view point and the robot’s view point. When users want to

move a robot to the left from the user’s viewpoint, they need to consider the relative position

and direction between the robot and themselves. For example, When users stand with the

robot face-to-face, in the view of user, the right of themselves is the left of robot. Especially

for inexperienced users, the mapping between users’ input and resulting robot motion raises

the level of their cognitive load, and even cause mapping errors in operation commands. The

second problem is the manipulation in dead zone of the view from the fixed camera. In the

invisible area of the camera, it is hard to control the robot just from only one view.

In the first-person view, catching the sight of working space is not so easy since the

narrow view provided by the robot-mounted camera. Therefore, on the one hand, collisions

with obstacles on the side or behind robot when moving seems unavoidable. On the other
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hand, it may cost more time to find target objects for observing and specifying the distance

of movement and angle of rotation.

The other problem is about manipulation interface. The most popular method for control

multi-DOF robots is the joystick based controller. However, for inexperienced users they may

demand training time to understand the functions of different buttons. Moreover, for joystick,

the number of controllable DOF is limited by the number of buttons. The controllable DOF

can be increased by using some combinations of 2 or 3 keys, but it will make operation more

difficult and demand a longer training time for users. In addition, for general joystick based

controller, the moving velocity of the robot is related in proportion to the timing or degree of

key pressing. This also not so intuitive especially for inexperienced user.

2.2 Research Goal

In this study, we aim to propose a robot manipulation system which enables users to

control the actuated monitor intuitively with interaction of augmented reality model from

dual point of view, which refers to the third-person view and rear first-person view. In

addition to the third person view captured by the fixed setting camera in working space, the

monitor-mounted camera provides the first-person view which can be used for manipulation

in dead zone. Moreover, the way of augmented reality based manipulation realizes intuitive

operation since users can control each part of robot by directly control augmented reality

model instead of understanding functions of different buttons for manipulation. Furthermore,

augmented reality based manipulation can eliminate the difference of view point between

users and robot because user do not need to consider relative position and direction between

the robot and themselves and just need to drag the augmented reality model to target place or

direction.
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2.3 Research Approach

As the Fig 2.1 shows,we propose a robot control system which allows users to manipulate

a multi-DOF robot intuitively from dual point of view. The screen of PC displays two live

videos acquired from fixed setting camera observing the robot from third-person view and

robot-mounted camera observing the working space from first-person view.

Fig. 2.1 Domestic robot manipulation system

In the third-person view, users can catch the sight of entire working space including

controlled monitor and obstacles, which is not only easy to avoid collisions but also easy to

find target objects for observing. For controlling monitor, the first step is the recognition of

controlled part of monitor in view point. After that, the controlled objects showing on the

screen are superimposed with augmented reality models which build in virtual coordinate

system. As users drugging the AR model directly to the desired position or direction,

the changes of position and direction can be detected and transferred to corresponding

manipulation command. Through wireless communication equipment, the chip on monitor

receives the command and translate it to the signal that can drive the motor or engine on

monitor to follow the AR model to move and rotate.
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However, in specific situation such as dead zone of the third-person view, user need to

switch to first-person view for manipulation. Taking out the step of object recognition, the

AR models representing different controlled parts of monitor will be built and shown in the

fixed position of the first-person view. The user select and drag the different AR models to

rotate or move. In the virtual coordinate system, the difference value between initial position

or direction and current position or direction can be calculated for determining corresponding

manipulation command. Through wireless communication equipment, the lower computer

on monitor receives the command and control the monitor to follow the AR models to move

and rotate.



Chapter 3

System Design

3.1 System Overview

Our system is an augmented reality manipulation interface for robot control. The system

has two manipulation methods, one is the third-person view manipulation. The fixed camera

captures the image of the working space in real-time, which shows on the screen with AR

models overlaid on the real monitor. Following users’ control, the system drives the monitor

to match the motion of AR models. Similarly, in the first-person view manipulation, AR

models shown in fixed position of view is used to determine the motion of monitor.
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3.2 The Software Structure of System

The software structure of system in Fig 3.1 is composed of two parts, one is AR model

control, the other is actuated monitor control. In the first part, AR models representing pan-tilt

and caterpillar band will be superimposed on the dual point of view which can be drag to

move and rotate. The changes of position and direction of AR model in virtual coordinate

will be stored and written into the shared file, which can be read by the upper computer. In

the section of actuated monitor control, upper computer read the position and direction data

from the shared file. Then the data will be calculated and transformed into the manipulation

command. Through wireless communication equipment, the command is received by lower

computer on monitor for controlling pan-tilt and caterpillar band respectively.

Fig. 3.1 The software structure of the system
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3.3 The Hardware Structure of System

The hardware structure of the system (Fig 3.2) contains two parts, one refers to the

actuate monitor, which consists of single chip microcomputer, camera, servo motor, caterpillar

band and electric motor, the other is bluetooth module for wireless communication. In order

to realize vertical rotation and horizontal rotation of camera , two servo motors are used to

assemble 2 DOF pan-tilt. In addition, the caterpillar band is equipped with electric motor

which can make translation and left/right handed rotation. In terms of communication part,

bluetooth ia used to realize serial communication for transmitting manipulation command

from host computer to single chip microcomputer

Fig. 3.2 The hardware structure of system
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3.4 Dual Point of View

Our system allows monitor manipulation from two point of view : third person view

and rear first-person view.

3.4.1 First-person View

We define the view from the camera on monitor as the first-person view (shown in Fig

3.3). When monitor is employed in a working space, the mounted camera can follow the

movement of the monitor to surveilling different places. In addition, the 2DOF pan-tile

means even in the fixed position, the direction of vision can also be adjusted to various angle,

which provide user with all around vision.

Fig. 3.3 First-person view

3.4.2 Third-person View

we install a fixed camera in the working space. The view from this camera refers to the

third-person view (shown in Fig 3.4).The advantage of fixed camera is that it gives the user a

good stable view for understanding the entire surrounding environment to find target objects
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for observing. However, the movement of the fixed camera is limited, making it difficult to

solve the problem of dead zone.

Fig. 3.4 Third-person view

3.5 The Controlled Part of Actuated Monitor

In our design, there are two controlled parts of monitor : 2 DOF (degree of freedom)

pan-tilt and caterpillar band.

In order to adjust the vision of camera, the 2 DOF pan-tilt is connecting for change its

direction. Two servo motors in pan-tilt are installed perpendicularly to each other, in which

way the pan-tilt can make horizontal rotation or vertical rotation around different axises(Fig

3.5 ). Moreover, two motors can not work simultaneously, which means the pan/tilt can only

rotate around one axis at a time.
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Fig. 3.5 The two-direction rotation of pan-tilt

The caterpillar band, equipped with electric motor, can be controlled to go forward/back

and rotate in left/right handed (Fig 3.6). For translation, two caterpillar bands rotate in the

same direction at the same speed. However, for rotation, in order to decrease the turning

radius, two caterpillar bands rotate in opposite direction at the same speed.

Fig. 3.6 The translation and rotation of caterpillar band

3.6 Augmented Reality Model Manipulation

3.6.1 Augmented Reality Model

For intuitive manipulation, the augmented reality models are built in dual point of view

for determining the direction and position of the controlled part.

In the third-person view, when the camera and caterpillar band come into the view of

the fixed camera, they can be recognized automatically. Aiming to indicate the relation
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between virtual models and controlled parts, the real objects showing on the live video will

be overlapped with AR model. The AR model is always described in the fixed camera’s

coordinate system independent from the object posture. The Figure 3.7 shows the AR models

of the camera and caterpillar band respectively, with the the same shape and size of the real

one. In addition, the AR models are set to semi-transparent material to avoid shading vision.

Fig. 3.7 Augmented Reality model in third-person view

In the first-person view, since the angle of the mounted camera, the pan-tilt and caterpillar

band can not show on the view. However, we need to build semi-transparent models with the

same shape of the real objects for control ((shown in Fig 3.8)). Therefore, we renamed this

view as the rear first-person view.

Fig. 3.8 Augmented Reality model in rear first-person view
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3.6.2 Model Manipulation

On both of view, AR models can be dragged to make same motion and rotation as the

actuated monitor.

In the third-person view, because the coordinate system of AR models is independent

from the users’ coordinate system, we do not need to consider the relative direction of the

monitor and user. As shown in Fig 3.9, the model representing pan-tilt can be dragged to

make horizontal or vertical rotation around different axises. In the same way, the model

representing caterpillar band can go forward/back and rotate in left/right/handed.

Fig. 3.9 The augmented reality model manipulation in third-person view (a)horizontal rotation
of camera (b)vertical rotation of camera (c)translation of caterpillar band (d) left/right handed
rotation of caterpillar band
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In the first-person view, the coordinate system of the AR model is same as the users’

coordinate system. As shown in Fig 3.10, the model representing pan-tilt can be moved up or

down for vertical rotation, and right or left for horizontal rotation. In the same way, the user

control the AR model representing caterpillar to translate or rotate in left/right handed .

Fig. 3.10 The augmented reality model manipulation in first-person view (a)horizontal
rotation of camera (b)vertical rotation of camera (c)translation of caterpillar band (d) left/right
handed rotation of caterpillar band
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3.7 Wireless Communication

In terms of the communication part, we aim to transmit manipulation command and

device status between monitor and upper computer by bluetooth module. After simple pairing

between two bluetooth, the data we want to transmit will be divided into multiple packets.

The number of port and transition speed are set in the upper computer, and the transmission

method of data package is serial transmission. The wireless transmission flow of system

shows in the Fig 3.11.

Fig. 3.11 Wireless communication



Chapter 4

Implementation

4.1 Hardware Overview

The hardware of our system consists of the three parts: the actuated monitor, the wireless

communication equipment and the host computer. Figure 4.1 shows the system hardware

and control flow in system.

Fig. 4.1 The hardware overview of system

The robotic vehicle, whose microprocessor is Arduino, is equipped with a camera

connecting 2DOF pan-tilt to work as the actuated monitor. Fig 4.2 shows our monitor and its
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DOF. The vehicle has a mechanism for locomotion using caterpillar band which allows the

monitor to rotate and move forward or backward (2DOF). In addition, the pan-tilt with two

servo motors connecting with camera has 2DOF, vertical rotation and horizontal rotation.

Fig. 4.2 The monitor and its DOF

4.2 Development Environment

In the section of augmented reality, We develop this part using Unity 4.0 and program-

ming language is C#. In terms of monitor control, the upper computer is developed in Visual

Studio in C#.

4.3 Third-person View Manipulation

The structure of third-person view manipulation is shown in Fig 4.3. The live video

captured from the fixed camera sends to Unity in real-time. By using Vuforia Object Scanner,

the controlled objects will be scanned into a package imported into Unity, which means the

object can be recognized automatically when it comes into the view of camera. Then the

AR models are built and superimposed on live video. As users dragging the AR models, the

translation data and rotation data will be sent to upper computer, in where the data will be
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transformed to corresponding manipulation command. In the monitor, the lower computer

on chip receives the command from upper computer by bluetooth module and translate to the

signals for controlling pan-tilt and caterpillar band.

Fig. 4.3 The structure of third-person view manipulation

4.3.1 Vuforia Object Scanner

The Vuforia Object Scanner is an Android application that is used to scan a physical

3D object[17]. The Object Scanner produces an Object Data file including the source data

required to define an Object Target. In addition. The Object Data file can also be imported

into Unity for recognizing objects automatically.

As shown in Fig 4.4, once users Launch the the Vuforia Object Scanner, the target object

need to be placed in the grid region of the Object Scanning Target, and the coordinate system
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will be shown on the screen. According to the size of the target object, it will be a polyhedron

covering on the object. Move the camera around the object to capture the vantage points on

the surface of the object. Initially, all surfaces regions are in gray. When a surface region

has been successfully captured, it will turn green. Once all of the surface areas are captured,

we can press the stop button to terminate the scanning process. From the picture we know

that after all areas of polyhedron full turn to green, the vantage points of camera is 606, and

vantage points of caterpillar band is 1394.

(a) The scan of camera (b) The scan of caterpillar band

Fig. 4.4 The scan process of controlled objects

After scanning, the results can be tested by pressing the test button. As showing in Fig

4.5, when we use the camera on smartphone to capture the camera and caterpillar band again,

it will present an augmentation (green cube) when the object is recognized successfully.

In addition, the green cube shows in different size and direction since the corresponding

distance and direction between target object and camera on smartphone. The Object Data
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file can be download from database as a package and import into Unity. So when the Unity

project is running, the objects will be recognized in the view of camera.

(a) The recognition test of camera (b) The recognition test of caterpillar band

Fig. 4.5 The recognition test of controlled objects

4.3.2 Augmented Reality Model manipulation

After object recognition, the AR models superimposed on camera and caterpillar band

can be built in Unity. MAYA, a 3D computer graphics application is used to draw AR model

which can be imported into Unity in the format of FBX. In order to indicate the controlling

relation between AR model and real object, the AR model will be completely overlapped on

the camera and caterpillar band with the same size and shape. In addition, the AR model

shows in semi-transparent for avoiding shading the vision of user. The Fig 4.6 shows the AR

model superimposed on camera and caterpillar band.
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(a) The augmented reality model of camera and caterpillar band

(b) The real objects superimposed with augmented reality model in the Unity scene

Fig. 4.6 The augmented reality model in third-person view
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Next, two models can be dragged to move and rotate respectively. The model of camera,

indicating the rotation angle of 2DOF pan-tilt, enables horizontal rotation (left-to-right), or

vertical rotation (up-to-down) (Fig 4.7).

(a) Vertical rotation

(b) Horizontal rotation

Fig. 4.7 The rotation of AR model representing camera
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Similarly, the model of caterpillar band, indicating the position and direction of the

monitor, can be dragged to go forward/ back, or make right/left handed rotation(Fig 4.8).

(a) Go forward/back

(b) left/right handed rotation

Fig. 4.8 The rotation of AR model representing caterpillar band

Moreover, for distinguishing different models, recent approaches for direct selection

of the target device are based on hand gestures, and laser pointers [18]. Another approach

for device selection is using a touch screen with camera captured image[19]. In my system,

Raycast is used in Unity to distinguish different target objects. The essence of Raycast is to

"draw" a line between two points in the game scene to detect any physical object that collides

on this line. In our system, when user clicks the object on screen, the ray from AR camera to

click position is built to detect collision with different objects. Since the different angles of

the camera and caterpillar band, the two objects can be distinguished. Besides, the clicked

position refers to the screen coordinates instead of the world coordinates.
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4.3.3 Actuated Monitor Manipulation

After controlling the AR model in Unity, the change of direction and position will be

wrote into the shared file. The upper computer, reading the data from the shared file, transfer

the motion of AR model to manipulation command. In the upper computer (Fig 4.9 ), the

number of cluster communication port and Baud rate are set for sending message. Users can

click the button of “OpenPort” to establish connection between upper computer and lower

computer.

Fig. 4.9 The upper computer

The 2 DOF pan-tilt equipped with servo motors, can realize horizontal rotation about

120 degrees with 60 degrees on right side and 60 degrees left side respectively, and vertical

rotation about 90 degree with 10 degree on front side and 80 degree on back side. Once the

upper computer receives the rotation data, the angle will be judged into vertical or horizontal.

After that, according to the specific angle the upper computer received it can determine the
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corresponding command for control. In the Fig 4.10 we can see that the pan-tilt follow the

AR model to rotate in different directions.

(a) Horizontal rotation

(b) Vertical rotation

Fig. 4.10 The rotation of 2 DOF pan-tilt

The caterpillar band equipped with electric motor, can go forward/ back in any distance

or horizontal rotation degree with 360 degree on right and left side respectively. For transla-

tion, the upper computer reads the initial position and current position of AR model in the

coordinate system in Unity and calculates the movement distance. If the value is positive,

it means the model moves to front side. If negative, the model moves to the back side

comparing the previous position. Then the upper computer according to the specific number

to determine corresponding command and send to the lower computer. For rotation control,

the difference value of current direction and previous direction will be calculated to positive

or negative corresponding to the right handed or left handed and transfer to command. After

each dragging, the new position and direction data will overlap the old one as the origin
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point of the monitor’s coordinates system. The Fig 4.11 shows the translation and rotation of

caterpillar band.

(a) Go froward/back

(b) left/rigth handed rotation

Fig. 4.11 The rotation of model representing caterpillar band

4.3.4 Wireless Communication of Bluetooth Module

The bluetooth module is employed to send manipulation command from upper computer

to lower computer. After paring, the command will be divided into several packages consist

of head ,tail and useful information(Fig 4.12). The data is represented as hexadecimal number,

with 2 digit of head, 2 digit of tail and 6 digit for useful information. The content of head

and tail is hexadecimal number “FF”, which indicates the start and end of each package.
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Fig. 4.12 The format of bluetooth package

4.4 Rear-person View Manipulation

The structure of rear first-person view manipulation shows in Fig 4.13. The monitor-

mounter camera captures the live video and sends to the host computer via USB wired

connection. In Unity, the AR models representing camera and caterpillar band will be placed

in fixed position for control. Similar to the third-person view manipulation, the changes

of models will transmit to the upper computer which generates manipulation command.

Then the lower computer in monitor receives the command and translates to the signals for

controlling pan-tilt and caterpillar band.

Fig. 4.13 The structure of rear first-person view manipulation
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4.4.1 The Augmented Reality Model

In order to realize consistent manipulation interface in dual point of view, the same AR

model used in third-person view can be imported into Unity with the format of FBX in the

rear first-person view. The AR models representing camera and caterpillar band will be place

in the fixed location initially for control(Fig 4.14). To avoid shielding the view of user, the

two AR models reveal in semi-transparent.

(a) The augmented reality model of camera and caterpillar band

(b) The augmented reality model in unity scene

Fig. 4.14 The augmented reality model in rear first-person view
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Following the movement of mouse, the model of camera, indicating the direction of

2DOF pan-tilt, can be dragged to up and down for vertical rotation(Fig 4.15(a)), or right and

left for horizontal rotation (Fig 4.15(b)).

(a) vertical rotation

(b) horizontal rotation

Fig. 4.15 The rotation of model representing camera

Similarly, the model of caterpillar band, indicating the position and direction of the

monitor, can be controlled to go forward and back(Fig 4.16(a)), or make right left handed

rotation(Fig 4.16(b)).
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(a) Go forward/back

(b) left/right handed rotation

Fig. 4.16 The rotation of model representing caterpillar band

4.4.2 Actuated Monitor Manipulation

The manipulation part of rear first-person view is as same as the third-person view. As

shown in the Fig 4.17, in order to indicate the rotation of pan-tilt clearly, we put a picture of

"smile face " in the center area of the first-person view, which shows the initial direction of

camera.

Fig. 4.17 The initial direction of camera
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Later, we drag the AR model to various directions with different angles. In the Fig 4.18,

we can find that the position of smile face has changed in the view of camera after we control

the pan-tilt, which means the change of camera is in step with the change of AR model.

(a) Horizontal rotation

(b) Vertical rotation

Fig. 4.18 The rotation of 2 DOF pan-tilt

The control method of caterpillar band in rear first-person view is also same with that

in third-person view. The monitor can be controlled to go forward/ back in any distance or

horizontal rotation degree with 360 degree on right and left side respectively. In order to

show the control result of caterpillar band, we set the initial position and direction of monitor,

in which we place a cup in the center area of the first-person view as Fig 4.19 shows.
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Fig. 4.19 The initial position of caterpillar band

Next, we drag the AR model of caterpillar band to different position and direction, the

change of the position of the cap in the view of camera indicates the change of caterpillar

band in real world like the Fig 4.20 shows.

(a) Go forward/back

(b) left/right handed rotation

Fig. 4.20 The rotation of caterpillar band
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Related Work

There have been several studies for intuitive manipulation system to control multi-DOF

robot based on augmented reality and mixed reality techniques.

Nawab et al. proposed a method that overlays a color-coded coordinate system on the

end-effector of the robot using augmented reality to help the user to understand the key

mapping of a joystick [20].Moreover, this paper reports the positive effects of Augmented

Reality visual cues on operator performance during end-effector controlled teleoperation

using only camera views.

Kobayashi et al. developed a novel environment for robot development, in which

intermediate results of the system are overlaid on physical space using Mixed Reality

technology[21]. Real-time observation enables the developers to see intuitively, in what

situation the specific intermediate results are generated, and to understand how results of a

component affected the total system.Their method enables the operator to understand the

robot internal statuses intuitively, which is helpful for debugging and actual operation.

Chen et al. also developed a mixed reality environment for performing robot simulations

based on the concept of Mixed Reality[22]. Robot developers can create scenarios for

evaluating robot tasks by mixing virtual objects into a real physical environment to create an

MR simulation with varying level of realism. The simulation environment can be displayed

to users in both an AR and an AV view.
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Drascic et al developed an augmented reality through graphic overlaying on a stereo

video [23]. In their application, the user wearing a data glove controls a robotic arm by

manipulating a virtual cursor overlaid on the video image.

Xiong et al also developed a tele-robotic system based on augmented reality to control

a six DOF robotic arm [24]. In this system, a virtual robot works as an interface between

the operator and the real robot, mitigating the problem of time-delay between user operation

and real robot action. This idea is also used in their research, but they use a touch screen for

the interface and they empirically compare three touch interaction methods, while they use

a head-mounted display, a data glove, and voice commands for their interface. In addition,

they present the advantages of predictive display. Simulation of virtual robot’s tasks in the

augmented environment improves the safety of the telerobot when it executes the planned

tasks.

Our work is closely related to the previous research called “TouchMe”, a tele-operating

system which allows the user to manipulate a multi-DOF robot intuitively with touch interac-

tion from a third-person view[2]. TouchMe defines two elements to realize more intuitive

control: (1)Using a third-person view camera because it allows the user to understand the

situation of the entire work space. With this, it is easy to avoid collisions with obstacles on

the side or behind the robot when the robot is rotating or moving backwards and clear to find

target objects for observing and specify the distance of movement and angle of rotation. (2)

Building computer graphics (CG) model superimposed on multi-DOF robot to help the user

predict how the robot will move and understand the controllable direction of the mounted part.

In this work, The camera captures the image of the workspace in real-time, and the image is

shown on the touch screen with a CG model overlaid on the real robot. The user controls the

robot by touching the the part of the CG model where he/she wants to move, and he/she then

drags it to the desired position and direction. Although the system eliminates the difference

of view point between user and robot, the TouchMe can not solve the problem of dead zone

manipulation. In addition, four fiducial markers (ARToolKit [25]) on the top of robot are

used to locate the initial state of the robot and also for visual feedback when the robot moves

to the specified position or rotates to specified direction. However, marker recognition can be
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influenced by the shooting angle of the camera. For example, in the angle that four makers

are shield by obstacles, robot can not be recognized successfully. Comparing with TouchMe,

our system has advantages in following two aspects. Firstly, based on third-person view our

system add first-person view provided by a robot-mounted camera, which means when robot

moves into the dead zone of the third-person view, user can switch to the first-person view

for control. The two point-of-view manipulation systems are running simultaneously and

user can switch according to the different situation. What’s more, instead of using marker for

registration between the real robot and the CG model, an application named Vuforia Object

Scanner are used to scan and recognize the robot automatically. It means after scanning the

target object and getting enough feature points from its surface, when the target object comes

into the view of the camera it can be recognized from different angles automatically.
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Preliminary Evaluation

We conducted a user experiment to evaluate the performance of our system. Our target

is to test whether our system could achieve an intuitive manipulation of monitor by using

augmented reality model in dual point of view.

6.1 Participants

We recruited 8 participants including 4 females and 4 males. Before experiment, we

asked each participant to confirm all of them have the experience of using joystick to control

robot, and they were not familiar with our robot. The experiment took approximately 25

minutes.

6.2 Method

We conducted our user experiment in a prepared working space with the monitor like

the Fig 6.1 shows. The fixed setting camera was placed at 80 cm high from the floor. No

participant was allowed to enter or see the working space before experiment, therefore the

working space was a completely unknown environment for them. All objects and the monitor

were placed in their initial positions for each trial.
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Fig. 6.1 The experimental working space
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When the test began, we explained to all participants how to control the robot, and the

DOF of the robot. Before taking the experiment, the participants were asked to practice using

our system for about 15 minutes. During the experiment, participants were divided into 2

groups. In group 1, they were asked to use third-person view manipulation at first and next

rear first-person view. In group 2, the participants were allowed to use two point of view in

reverse order. All participants in each group were given 10 minutes to use our system for

controlling each part of monitor from dual point of view to complete the two tasks as follows:

Task 1:

Control the caterpillar band to translate from Place A to Place B.

Task 2:

Control the caterpillar band to translate from Place A to Place B.

Control the caterpillar band for horizontal rotation

Control the 2 DOF pan-tilt for horizontal rotation

Control the 2 DOF pan-tilt for vertical rotation

After finishing the task, all participants were asked to fill a questionnaire (Fig6.2). They

needed to answer the 6 questions by grading from 1 to 5 (1=very negative, 5=very positive)

for dual point of view manipulation and finally chose the prefer one in two point of view.

1. Do you think this interface is intuitive to manipulate monitor in domestic working

space?

2. Do you think using augmented reality model is better than button to control monitor?

3. Do you have difficulty to get accustomed to our system to manipulate monitor?

4. Which point of view do your prefer to manipulate monitor?
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Fig. 6.2 Questionnaire
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6.3 Result

All 8 participants succeeded in completing the two tasks within the stipulated time.

After collecting the questionnaires result from all participants, we calculated the average

scores of each question from participants in each group respectively. The results from the

questionnaire are shown in Figure 6.3.

Fig. 6.3 The results of the questionnaire

Question 1 to question 6 are related to the practicability of augmented reality based

manipulation in two point of view. In each question, the average score of two groups are

higher than 4 points, which prove that our design can realize intuitive manipulation to some

extend.

For question 1 and question 4, the results are opposite. In the post-task interviews we

find that it may related to the inverse manipulation order of the two groups. In group 1
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participants control in the third-person view at first, by which they can understand the entire

working space. After that, when they use the rear first-person view later, they can better know

the surrounding environment and target place for translation. However, for participant in

group 2 who did not know the working space before, since the relatively narrow view of the

robot-mounter camera, they may spend longer time to determine target place for translate or

rotate.

The question 2 and question 5 is related to the comparison between our method with

the way of button manipulation. For each question it shows the positive result which means

our system enable users better manipulation experience than the previous way of joystick

control.

Question 3 and question 6 are used to judge the ease of use of our system. The result

suggests that the user can easily learn how to use and get accustomed to our system without

much difficult. In the post-task interviews, the majority of participants thought other than

joystick based control by which user need to know the function of various buttons, using

augmented reality model is more direct and simple. When asked about the experience of

controlling model, the user indicated that they have successfully learned how to use it in a

very short time and our system is very suitable for inexperienced people.

Question 7 is regarding to the preference of two point of view for different people. For

8 participant, only one people selects the rear first-person view manipulation control only.

The other people think the combination of dual point of view is better since they can choose

more efficient view in different situations.
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Conclusion and Future Work

7.1 Conclusion

In this paper, we have presented the design, implementation and an preliminary evalua-

tion of an augmented reality based system for controlling a multi-DOF monitor. Our system

allows the user to manipulate each part of the monitor by directly dragging corresponding

augmented reality models from dual point of view, which refers the third-person view pro-

vided by a fixed setting camera in working space, and the rear first-person view seen by the

camera mounted on monitor. In addition, by using augmented reality models we can realize

the spatially consistent relation between virtual world and real world, which means the action

of target object is consistent in AR models described in the user’s coordination system.

Our system have received a positive feedback from the preliminary experiment. The

result indicates that the user could achieve an intuitive manipulation of monitor by using

augmented reality model to some extent. Although in this paper we test our system in a

working space with simple environment, it is also suitable for other domestic space with

more complex environment .
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7.2 Future Work

In the future, we plan to improve our work in some aspects. Firstly, we can extent the

manipulation interface from PC to touch screen. With the function of touch, it is more easy

and more precise for user to drag models for advanced manipulation. In addition, currently

the robot-mounted camera and the fixed setting camera in working space transmit the live

video to host computer via USB wired connection. In the future we can try to realize the

wireless connection between them.
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