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Abstract

With the development of e-commerce, nowadays lots of people like to buy clothes online.
To increase users’ satisfaction degree and provide a better user experience, many companies
and research institutions aim to develop better virtual try-on system. In such system, you can
try on clothes before paying for them online. It shows you accurate fit and look.

We intend to improve the current Model-based system by giving the system the feature
of ‘sense of substitution’ and ‘support for movement’, ‘sense of substitution’ means users
feel that they are wearing the clothes themselves.

Our goal is to propose an automatic, dynamic and personalized virtual try-on system.
Once we deploy the system to a server, users can use it through smartphones or computers.
After uploading a video of self, the user can operate a personalized avatar to try on different
clothes.

There are mainly 3 points of this paper: 1. Designed a simplified framework to implement
virtual try-on system. 2. Improved the performance of current model-based try-on system,
decreased the time and increased the quality of appearance(result). 3. First time to make an
interactive model in virtual try-on system.

Keywords: Virtual try-on, Online, Personalized, Model-based, Interactive
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Chapter 1

Introduction

1.1 Introduction

Virtual garments try-on system is a system in which users can wear different garments

without actually wearing the clothes. Such system could improve the shopping experience by

assisting users to make purchase decisions.

If you search the benefits of virtual garments try-on system in google, below is the

top-rated answers:

• You can try on clothes before buying(payment) them online. It shows you accurate fit

and look.

• As the users already know how the clothes will look and fit there is very low chance of

return.

• It keeps the customer engaged for a longer time, trying out different clothes on a

look-a-like 3D avatar. This has more chances of conversion into a sale.

• It saves you from the long queues at the malls or departmental stores.

• It saves the retailer from damaged or soiled garments due to heavy try on by customers.

In general, it could increase users’ satisfaction.
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From the view of usage scenario, there are some kinds of virtual try-on system in the

market, while this three are the most popular: image-base system, live AR and model-based

system.

Image-based system is the most aged one among above systems. In such system, users

can warp a clothes’ image onto a user’s photo to make it look like the user is wearing

the clothes. An image warping technique is applied to map the apparel image onto the

individualized body. While its result is 2D and unrealistic. Such techniques also do not allow

to see the textured images from arbitrary viewing angles.

For better try-on result, live-AR system is published and becoming more and more

popular in some big shopping mall or clothes shop. In such system, images captured by video

cameras in a virtual fitting room are augmented with the images of garments in real-time.

users can see the augmented result of themselves from a ’mirror’. ’Mirror’ here is actually

a screen full of sensors. While this kind of system requires a fitting room equipped with

several 3D cameras, which affects the convenience of users. And mapping cloth textures on

a moving model can still be a complicated task. In general, users can only use this in some

big shopping mall.

To combine the advantages of above 2 systems, here comes the model-based system.

In such system, users can check a 3D human-shape model dressed with 3D clothes model.

Combining augmented reality technologies, users can get a good try-on experience. While

for now, this kind of system is not mature enough. For example, current such systems

in the market do not provide the support for personalized model, motions and some other

features.Which means, you may not feel that it is you that who is trying-on the virtual clothes.

In this study, we give users a better experience by improving current model-based

system. We provide a 3D personalized avatar of the user. User can control it by scaling,

moving and rotating it. Also the avatar will be able to do some motions. To make it more

realistic, user can put it into real environment, like bedroom, office or somewhere else with

AR technologies.
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Sometimes users may want to see what would it look like when it is put on some specific

environment, like dinning hall or meeting room. To help user check the result in these

environment, we also enable user to put the avatar into some predefined virtual environment.

To use our system, users just need to record a video of themselves and upload it to our

server, and the user only need to do this once. User can check the result both in mobile phone

or PC.

1.2 Organization of the thesis

The rest of the thesis is organized as follows: Chapter 2 introduces the background about

the thesis and also the related works in this field. Chapter 3 will tell the research goal and

also the approach will be told briefly. Chapter 4 is the system design part, where the design

concept and ideas will be introduced and the algorithm design will also be told. Chapter 5

will be the system implementation part where the detailed environment and implementation

will be talked. Chapter 6 will introduce the related work. Chapter 7 will be about the

experiments, we will talk about the performance of our approach and the comparison of

different approached will also be done. The last part, Chapter 8, will be conclusion and future

work part, where we will conclude the previous content and talk about the future possibilities.



Chapter 2

Background

2.1 Virtual clothes try-on system

Virtual clothes try-on system mainly refers to a system in which shoppers can try on

different clothes or pants virtually, being able to check the style, size, fit or some other

features, without a physical one in hand. It can be understood as an equivalent of an in-store

changing room.

Form the view of usage mode, nowadays there are mainly 2 kinds of virtual try-on

applications: online and offline. Online applications mean users can access it online, by

mobile phone or computer, without going to a real store. To use offline applications, users

need to be in front of a big device, which contains at least a body scanner, a screen and some

other sensors. This kind of device is often available in some big shopping mall.

From the very beginning, virtual try-on system is mainly implemented with image

warping technique. Users can scale or rotate a clothes’ image onto a photo to make it look

like the user is wearing the clothes. While it is has many limitations, for example, users

cannot check its fit. So here comes the 3D solutions. Nowadays, the mainstream method to

create online 3D virtual try-on result is to scan a real human model wearing different clothes

with 3D camera, then export it to the server. Users can adjust the model according to their

own body figures. Replacing the face with user’s own is still a challenge.
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Compared to online applications, nowadays offline virtual try-on device can give a

better result from the view of realistic degree. With a lot of sensors, a 3D body model can be

built in real-time. Users can see themselves wearing different clothes from a screen, just like

a mirror. While there are also some flaws, to make the system real-time, the clothes models

in the screen are always 2D. So the fit is not that good.

2.2 3D model generation

As we all know, 3D models can show more information comparing to 2D images. 3D is

an important concept in virtual try-on system. 2 ways are widely used to generate a 3D body.

First is using the body scanner, like Kinect, to scan the user from 360 degrees. Second is

building a 3D model before, then adjust it to a customized shape according to users’ figures,

like measurements and shape information. These figures are collected manually. Nowadays

with the development of machine learning, there appears some more efficient methods to

generate 3D models. We can generate 3D body from a picture [1]. Not only the body, we can

also generate a high-poly 3D head from a head portrait [2]. To get a more accurate result, in

our research, we used Matthew’s work [3] here, which could generate a low-poly 3D avatar

from a video.

2.3 Augmented reality

Augmented Reality It is an emerging technology developed on the basis of virtual reality,

which can superimpose computer-generated virtual scenes on real scenes seen by users.

Augmented reality technology is a technology that increases the user’s perception of the

real world through the information provided by the computer system, and superimposes the

computer-generated virtual object, scene or system prompt information into the real scene,

thereby realizing the "enhancement" of the reality. It superimposes computer-generated

virtual objects or non-geometric information about real objects onto real-world scenes,
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realizing enhancements to the real world. At the same time, the interaction is more natural

because the connection to the real world is not cut off.



Chapter 3

Research Goal and Approach

3.1 Goal

The fundamental goal of our research is to improve the current model-based system

by assigning it the feature of interactive personalized avatar, which is to make an online

virtual try-on system based on personalized avatar.

Comparing with current model-based system, live AR system has two important features,

immersion and support for movement. To combine the advantages of live AR system and

model-based system, we need to assign our system such features.

We intent to build an automatic, dynamic and personalized virtual try-on system. Once

we deploy the system to a server, users can use it through smartphones or computers. After

uploading a video of self, the user can operate a personalized avatar to try on different clothes.

3.2 Use Case

3.2.1 Use Case 1

A user is browsing an e-commerce app in his mobile phone. He chose one and checked

some images of it. Although the clothes looks good when it is on a model, he still want to try

it on by himself to check the appearance.
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Then he click the ’try-on’ button, which is connected to our system, and here appears

an personalized avatar which has the same body figures and the same face, he put the 3D

virtual avatar onto ground of his lab, with augmented reality technology, and check it from

different view.

It looks good and the size also fits well. Now he want to check what does it look like

when the avatar is moving. So he activates its movement, and also check the result from

different view.

(a) Walking view (b) Walking view from the back

Fig. 3.1 (a) is front view of the avatar when walking, (b) is the back view when walking.

3.2.2 Use Case 2

A user is browsing an e-commerce site in his laptop. He find a good one and want to try

in on by himself. What is more, he want to check what does it look like when he is dressing

it in different places. So he click the ’try-on’ button and see a 3D avatar of himself. Then he
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click the ’Change Environment’ button, as the figure shows, he can check the situation of

dinning hall.

Fig. 3.2 Use case 2

3.3 Approach

To achieve the goal, we built a double-skeleton based framework to implement it. In

this framework, there are actually two process running asynchronously: one is processing

the garments model, one is processing the body model.

In order to generate a personalized avatar, we firstly generate a customized body [3]

based on users’ videos. While this 3D body is very low-poly, the face and the texture are

very blurred. We cannot adopt this model directly. To make it more realistic and high poly,

we firstly make the surface more smooth, then we re-attach the predefined skin texture to it.

Now that we have got a high-poly body without a high-poly head. So we generate a 3D face

[2] based on users’ head portraits. Current trained model in [2] does not support generating a

hair model since hair model is harder to build, so we need to assign the 3D head a predefined

hair model also. We designed some common hair model, when using, users can choose a

best hair model for themselves. Then we attach the 3D head to the 3D body, so that we made

a high-poly personalized avatar.
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While we cannot control this 3D model yet. Now it is just a static model. It is very hard

to dress a 3D clothes to a static 3D body model. In previous research [4], researchers do this

manually. Since it is a very hard computer graphic problem that how to fit a garment model

to a 3d body model.

To make the whole process automatically and faster, we proposed the double-skeleton

based method. Its main idea is we generate two skeletons with the same structure separately

for 3D clothes and 3D body, then we adjust the pose and the position of this two models

with the help of the skeleton to achieve the goal of fitting. The skeleton is predefined and

universal. It means that before fitting clothes to a 3D body, we fit the clothes to a skeleton

first.

To make that firstly we use OpenPose[5] to detect the body model’s key points. In our

research we detected chin, neck, wrists, spine root and ankles. With the coordinates of these

key points, we can align the predefined skeleton to the model easily. Just by moving the

corresponding parts of the skeleton to the geometric location we can finish the step of rigging
1. We do the same thing with the clothes. Firstly we detect the key points of clothes using

Fashion Landmark [6], then we fit it to the skeleton with the same steps of what we have

done with the 3D body.

So now we get a rigged clothes model and body model. With that, work becomes much

easier. I just need to align these two models to the same pose and the same position. And this

is the double-skeleton based method.

Fitting is the most important step. After fitting, we export it to clients, PC or smartphones.

Since the personalized 3D model contains a lot of private information, so we will not save it

in server. This avatar is dynamic and interactive. User can put it onto real ground through

the camera of a mobile phone. We use Vuforia 1 to reach the augmented result. We also

predefined some virtual scene. If users want to check the result in more scenarios, he/she

can put the avatar to virtual scenarios. So that he/she does not need to go to a big hall while

he/she can check the effect when he is dressed with such clothes.
1Rig is a term in 3D model building industry, which means generating a skeleton for the 3D model
1Vuforia is a platform built by PTC, Inc.



3.4 Novelty 11

3.4 Novelty

The novelty of our research mainly reflects in these aspects:

1. Improved the performance of current model-based try-on system a lot, decreased the

time and increased the quality of appearance;

2. Designed a simplified framework to implement virtual try-on system;

3. Made an interactive model in virtual try-on system for the first time.



Chapter 4

System Design

Fig. 4.1 Pipeline of our system

In this chapter, we will introduce our system design and explain each part. The Fig. 4.1

shows the overall pipeline of our system in mobile phone. Before using our system, users

need to record a video from 360 degree with a webcam or mobile phone camera. User only

needs to do this once, we will generate a 3D model for the user according to the video and

save lit locally. Then just like using common e-commerce applications, user first choose

a clothes and click the ’Try-On’ button in the screen. Then he/she will enter the screen in

which he/she can interact with the 3D avatar dressed with the clothes he/she just chose.
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From the view of user, the system input is a video of user and the output is an interactive

user’s 3D model with garments on, user can operate it in smartphone or PC. We will explain

our system design following the user flow, which is below five steps:

• Get a personalized avatar;

• Dress the avatar;

• Interact with the avatar;

• Put the avatar into real environment;

• Put the avatar into virtual environment.

4.1 Get Personalized Avatar

For user, user only to upload the video and then he/she will get a personalized avatar.

While for us there are actually 3 steps happening in the back-end. To make it more clear, we

will explain them one by one, which is generating body, head and hair. After all these steps,

we will merge them into one and send it to the user. In order to protect user’s privacy, We

will save the avatar locally instead of saving it in our server.

4.1.1 Get 3D Body

To get a 3D body, user needs to take a video from 360 degrees first.
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(a) Front view (b) Side View (c) Back view

Fig. 4.2 (a), (b) and (c) are captured when the user is recording a video.

After taking the video, the user needs to upload it to our server. We will build a

personalized 3D body for the user. The reason why we need a video instead of pictures

is that with the video we can get more detail of the user, which is helpful for us to build

a more accurate model. It is worth mentioning that the user can take this video with any

device. He/she can use the smartphone, or any webcam. While the higher resolution the

better. Since we need to get a clear face from the video. The resolution of the video has a

positive correlation with the final mode.

4.1.2 Get 3D Head

As Fig.4.2 shows, when user is recording the video, we will capture different screenshots

from it. This will be helpful to build a 3D head. By segmenting the captures we can get

different view of the head. Actually the front view is enough for us to build a 3D head. If

the user is not satisfied with the resolution of the video, for a better result, he/she can also

upload a high-resolution head portrait.
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(a) High-resolution head portrait (b) 3D face

Fig. 4.3 (a) is an example of the uploaded image, (b) is the generated 3D face.

4.1.3 Get 3D Hair

The structure of hair is complex. It is hard to generate a good hair model in real-time.

To balance the time the effect, we predefined some common hair models. When using the

system, we will first assign the user a hair most similar to his/her current hair. If the user is

not satisfied, he/she can also choose a hair model by self.

Fig. 4.4 Example of predefined hair models

4.2 Dress the Avatar

Once users have set up the avatar, they can dress the avatar with any clothes. The user

experience is similar to common e-commerce applications. First users choose one pleased
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clothes by browsing clothes images. Then he just need to click the ’TRY IT ON’ button

before adding it to the cart, as Fig. 4.5 shows. The user will be able to see the dressed avatar

after that.

Fig. 4.5 Choose a clothes

4.3 Interact With the Avatar

After choosing a clothes, the user will be led to the avatar page and the user can interact

with the avatar. Before putting the avatar to real environment or virtual environment, the user

is able to rotate the avatar by sliding the screen. So that the user can have a rough view of the

appearance from 360 degrees.
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(a) Front view (b) Side view

Fig. 4.6 (a) is front view of the avatar, (b) is the side view after rotating.

4.4 Put the Avatar into Real Environment

After having a rough view about it, the user can choose to put the avatar into the real

environment. With the help of AR technologies, we can put the avatar onto ground through

the camera. We will automatically detect the ground for users so that they can place the

avatar correctly.
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Fig. 4.7 Place the avatar into real environment

As we can in Fig. 4.7, the avatar is at one with the environment. After placing the avatar,

the user is also able to interact with the user. As Fig. 4.7 shows, user can touch and drag to

move avatar,rotate the avatar with two fingers and replace the model to anywhere by double

tap.

Besides putting the static avatar, we can also control the avatar to do some movement.

So that we can check the clothes when doing movements.
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(a) Walking view (b) Walking view from the back

Fig. 4.8 (a) is front view of the avatar when walking, (b) is the back view when walking.

As Fig. 4.8 shows, after animating the avatar, we can also rotate it to check from

different view.

It is worth mentioning that after placing the avatar, we can get close to check the detail

of the clothes both from front and back.
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Fig. 4.9 Check detail of the jeans

Besides placing the avatar onto ground, the user can also scale the avatar and put it onto

table surface.



4.5 Put the Avatar into Virtual Environment 21

Fig. 4.10 Put the avatar onto table

4.5 Put the Avatar into Virtual Environment

For these people who use our system in laptop, it may be different to place the avatar

onto ground, since the camera in laptop is not as handy as the one in a smartphone. And also

sometimes the user want to know the appearance when dressing the clothes in some specific

scenes. Like although I am at home now, but I will dress the clothes only in formal occasions

in the future. For these considerations, we also designed some virtual scenes for the user to

place the avatar.
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Fig. 4.11 Place the avatar in virtual environment



Chapter 5

System Implementation

Fig. 5.1 Overall flow.

In general, there are two parts in my system. They are the garments-processing part

and user-processing part. For the user part, user first record a video with mobile phone, then

upload it to our server, we will generate a 3D model for him, and then we will do rig for it,

Rig is a term in model building, it means make a skeleton for 3d model, which can control

the model to do some movements or motions.After that we will align the model to a standard

pose. And we do the same thing for garments. After that, we fit this two models and show it

in client.

5.1 Software environment and Data Collection

In this pager, we use python and C++ as the main language. To make the implementation

more fast, we used Blender, Unity and Vuforia.
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Blender is an open source software for model building. It is free and has Python API. So

that we can integrate our Python code. We import our generated 3D model to it and operate

these models by Python inside Blender.

Unity is a software for 3D game building. We import our suited model to it and define

the interaction with the help of Unity. We define the UI and complex interactions like gesture

control with C++ inside Unity. Also we can use Vuforia in Unity, as a plugin.

As we said before, to use our system, the sellers need to give us 3D clothes models

first.This is the only support we need from sellers. Considering the whole process of garment

production, most manufacturer should have the garment 3D model. Since it is the first step to

produce a kind of clothes.

5.2 Pre-processing

5.2.1 Hair model

As we said before, the current methods can hardly generate a high-poly hair model.

Since hair’s structure is more complex. It is soft and has countless number. To make our

result more realistic and to make the whole process fast and automated, we predefined some

hair models, also collected some free models from the Internet. When in the implementation,

we will choose a predefined model according to the user’s hair.

Fig. 5.2 Predefined hair model.
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5.2.2 Skeleton Building

To make the whole process fast and coherent, we need to define a human skeleton model

first. It contains the main skeleton of a real human, we will align our generated body model

and collected clothes model to it.

Fig. 5.3 Human skeleton model.

5.3 3D Body Generation

5.3.1 Low-poly Body Generation

As we mention before, when generate the 3D body, we used the method proposed by

Alldieck et al. [1]. The user needs to record a video first. After we get this video, we can

generate a low-poly body model for the user. While it is not enough. To get a high-poly body,

we need to re-texture it. Here we first make the 3D model more smooth, then we texture the
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body with color of the user’s skin. So that it is more realistic. While now we still need to get

a high-poly 3D face and 3D hair.

Fig. 5.4 Re-textured body model.

5.3.2 3D Head Generation

Since above model does not has a high-poly 3D face and 3D hair. So we need to

re-generate this two components. Here we used the work of Jackson et al.[2]. To use this

method, we first need the user to upload a high-resolution head portrait. According to this

image, we are able to generate a high-poly 3D face.



5.3 3D Body Generation 27

Fig. 5.5 High-poly 3D face.

After generating 3D face, we will choose a 3D hair which is the most similar to the

user’s with Google Vision API, which is able to calculate the similarity of different images.

To this step, actually we have got a high-poly 3D face, high-poly 3D hair and a high-poly

3D model. So next is just to merge them together. We use Pyhton and Blender to merge this

three parts into one, by simply aligning the geometric center. By that we can get a high-poly

3D avatar.
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Fig. 5.6 Align models.

5.3.3 Rig

While now we just get a static model. It cannot move and it is quite hard for us to dress

up a static model. So we need to Rig it. Rig means assigning the static 3D model a skeleton.

We use every part of the skeleton to control corresponding parts of the model.

To do that, we first need to detect the body’s key points[5]. Here we detected the chin,

neck, wrists, spine root and ankles.
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Fig. 5.7 Detect key points.

After this, we just align these detected points to the skeleton, then we can get a rigged

3D avatar.
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Fig. 5.8 Rigged model.

We can now assign the model some movements.
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5.4 Clothes Processing

The process of processing the clothes model is almost the same with the body model.

We do not fit the clothes to the body directly. We first detect its key points[6], then align

these points to the skeleton.

Fig. 5.9 Rigged clothes model.
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With the skeleton, we can change the pose of the clothes and assign it movements.

5.5 Fitting

Even we have body model and clothes model, how to fit them into one is still a problem.

It’s a very hard computer graphic problem that how to fit two 3D models into 1. It’s also

the reason why in previous research, researchers choose to do this manually. To make it

automated, we proposed this framework. We call it as double-skeleton based method.

Fig. 5.10 Fitting flow.

We choose to fit a skeleton with the clothes and body first, instead of fitting them directly.

Using this framework not only solved the problems, also saved a lot of time. Since the clothes

models and body models are generated synchronously.
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Fig. 5.11 Rigged two models.

Now what we do is to first control them to the same pose. As figure. 5.11 shows, they

are both aligned to T pose. Because this two skeleton are with the same structure, next we

just overlap this two skeleton to a same position. and after that we get a fitted model.
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Fig. 5.12 Fitted model.

5.6 AR and VR

Till now we have got a fitted model. Next is to put it into real environment or virtual

environment. With the help of Unity, we can define the interaction. For mobile use, we
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enable user to put the avatar into ground through camera. The user can control the avatar

with different gestures in the screen.

Fig. 5.13 Place the avatar into real environment

As it shows in screen, user can touch and drag to move model, they can rotate the the

model with two fingers, they can also scale the model with two fingers.

For laptop use, the user is able to put the avatar into virtual environment. They can use

the mouse to rotate the avatar. They can also change the background from these predefined

by us.
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Fig. 5.14 Place the avatar in virtual environment
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Related Work

The related work will be introduced in this part. There will be two kinds of related work,

the first is the work about customized model building and the second is about virtual try-on.

6.1 Related Work about Customized Model Generation

To build a model-based virtual try-on system, a customized 3D human is an important

issue. At the very beginning, most researchers prefer to build it with multiple videos or 3D

camera. To now, here comes many effective ways to build it.

Ahmed et al. [7] chose to generate a personalized 3D avatar from multiple video data.

They recorded a moving person from different view, and then extract the texture from all the

video data. By doing this, they are able to generate a realistic 3D avatar.

Looper et al. [8] proposed a Skinned Multi-Person Linear model (SMPL) to generate

different body models. This model is trained by large number of aligned 3D meshes of

different people in different poses. In this paper, they used many parameters to represent the

body model, so the final result is easy to customize by adjusting these parameters.

To generate a whole avatar, hair is also an important part. While the geometry and the

structure of hair is complex. So it is much more time-consuming. Most people chose to build

it manually before. With the development of deep learning here comes many methods that

has good effect. Chai et al. [9] chose to train a neural network to generate the hair model
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automatically. Though it is time-consuming, while it can generate a 3D hair model from a

single image.

The same with the body, with the help of neural network, we are able to generate a 3D

body according to a single image. Angjoo Kanazawa et al. [1] proposed a method that we

can get a 3D body from a single image. In this paper, they also train a network to map the

iamge to the 3D model.

While to increase the accuracy, we chose the method proposed by T. Alldieck et al. [3].

In this paper, they also used the SMPL model proposed by Looper et al. [8]. Compared to

the work proposed by Angjoo Kanazawa et al. [1], they record a video for the user from 360

degrees. So that they get more 3D information about the 3D body. And with the help of this

we can get a customized 3D body.

When build a customized 3D avatar, the requirement for the face is high. Since it is the

biggest feature to differentiate different people. Jackson et al. [2] proposed a method which

can generate a high-poly 3D face. They also trained a network here. With their method, we

are able to get a realistic 3D face according to a single head portrait.

When generating the 3D models, the garments model is also a difficult part. Since the

structure of garment model is more complex. Pons-Moll et al. [10] proposed a method to

generate dynamic clothes model. They first capture a clothed person in motion, then they

segment the clothes and the body. So that they get a separate clothes model with motion. At

last the put this clothes to any body shapes.

R. Danerek et al. [11] trained a convolutional neural network to estimate 3D vertex

displacements from a template mesh with a specialized loss function. Their work is able to

generate a 3D clothes from a single image. If more images of a clothes is provided, their

result will be more accurate. Their work also support for the video input, which is much

more accurate.

Yang et al. [12] also proposed a method to generate the 3D clothes with a deep learning

method. It is worth mentioning that their work can generate a 3D body and a 3D clothes at

the same time. And the input for the system is only an image. Their work cannot generate
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high-poly 3D body, but they can generate a detailed 3D clothes. With their method, it is also

possible to implement garment transfer.

Zhou et al. [13] proposed another method to generate 3D garment model from a single

image. They designed an all-pose garment outline interpretation and a shading-based detail

modeling algorithms. It is worth mentioning that their work can keep the details well for the

clothes, like the wrinkles and folds.

There are a lot of work focusing on how to build a customized avatar. It is a hot area

since it is important in the industry of movie-making, gaming, and virtual try-on. While as we

can see, thanks to the development of machine learning, now we can generate it automatically

and in a very fast way.

6.2 Related Work about Virtual Try-On

As we talked in the ealier chapters of this paper, there are mainly 3 kinds of virutal

try-on systems on the market now, they are separately image-based system, live AR and

model-based system. Considering the convenience and the satisfaction of the system, we

chose to build our system based on model-based system. Here are some related researches

about virtual try-on system.

Yu-I Yang et al. [14] proposed a two-stage object tracking algorithm to help user try-on

shoes virtually. To use this system, users also need to put some markers on foot first. This

system is real-time and have a good effect. The user is able to the result from a screen, like a

laptop.

L. Wang et al. [15] proposed an augmented reality system based on Kinect for online

handbag shopping. They use only 1 Kinect to implement the magic mirror. In their system

the user is able to check the handbag from different view.

Szu-Hao Huang et al. [16] proposed a method to enable the user try-on different glasses

frame. They use machine learning algorithms to track the user’s face, then they put the virtual

glasses frame onto the corresponding place. They also mentioned that their system is mainly

used in designing industry.
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Pachoulakis et al. [17] proposed a method to build a magic mirror which can relect the

reuslt of virtual try-on different clothes. In this research they used 3D scanners to build a 3D

model for users first. Then they use graphic algorithms to put the 3D clothes model onto the

body model. It is worth mentioning that this system also support for glasses virtual try-on.

Kanamori et al. [18] proposed a method for image-based virtual try-on system. They

first cut the image of clothes, then reshape it to the user’s photo. Also they did the color

correction to make the result more realistic.

Xintong Han et al. [19] proposed a model called VITON. They also trained a network

to implement image-based virtual try on. It is worth mentioning that they do it with a

coarse-to-fine strategy, which makes the result more realistic.

Giovanni et al. [20] proposed a live virtual try-on system. In this paper, they deployed

Kinect and 3D camera to track the user, and then show the result on a interactive screen.

Which makes the whole experience is like seeing a mirror.

Yuan et al. [21] also proposed a system giving a experience like looking into a mirror.

They also used Kinect. The different thing is that they proposed 3 different scenarios for

their system: virtual clothes on the avatar, virtual clothes on the actual user’s image, and

virtual clothes on the avatar blended with the user’s face image.

Sekhavat [22] proposed a system that could be used in mobile phone. In this system,

he first build 3D body dressed with target garments in advance, then adjust the model’s

shape according to the user, last attach the user’s face to the 3D body and then show it in an

augmented reality way.

Wang et al. [23] proposed a method to implement the virtual try-on in a 2D way, in

which the input and the output are both 2D. They called their network as Characteristic-

Preserving Virtual Try-On Network. By training this network, they are able to generate

realistic dressed images.

When designing the virtual try-on system, the fitting is a big problem, which is how

to fit a 3D clothes model onto a 3D body model. J. Li et al. [24] proposed a method to

implement this step. They use skeleton to adjust the pose of the clothes model. So that they

can get the clothes and the body aligned. We also used this idea in our research.
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There are generally two important issues to make a virtual try on system. First is how to

generate a realistic 3D avatar, second is how to fit the clothes onto the avatar. To build the

system, There are two methods common used in previous research to generate a customized

avatar. first is generate a 3D model by scanning the user, with the help of 3D camera. Second

is pre-define some 3D models and then adjust them according to the user’s personal figures.

About the fitting, the most common used method is making it manually.
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Experiment and Result

In order to evaluate our system, we conducted an experiment referring to 10 users. They

were asked to use our system and after that they are required to answer some questions.

Before users use our product, we will tell them how to use our system. To make the experience

more smooth, we insert our system to a normal e-commerce app demo. The only difference

with other e-commerce apps is that we provided the function to virtual try-on in our demo

app.When designing the experiment we are mainly aiming at testing users’ satisfaction. We

divided this problem to 3 sub-problems:

1. Are they willing to use this function;

2. When using our system, is there any experience that the user does not like;

3. Is this function helpful for users to make purchase decisions.

To get the answers of above 3 questions, we design the experiment according to follow-

ing ideas:

1. For the user it is not required that whether they have to user the function. We just

observe that how many users will use it and when will the user use it. After the whole

test will interview the user according to their behaviors in the experiment.
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2. Degree of satisfaction is hard to calculate.In order to get that, we asked them some

questions related to Net Promoter Score (NPS), which is widely used by many compa-

nies.

7.1 Participants

To evaluate our system, we invited 10 users to join our experiment. They are all asked

to follow the process we provided. All the users have the experience of buying clothes

online and used at least 1 e-commerce product before. They are all master students and

from different research area. Their age is between 20 and 26. They have the skill of English

reading and speaking and is familiar with operating the smart phone and laptop.

7.2 Method

As we talked before, to make the experience more smooth, we insert our system to a

normal e-commerce app demo. The only difference with other e-commerce apps is that we

provided the function to virtual try-on in our demo app. In the experiment, The users are

required to follow below steps:

1. Use the demo app to choose the clothes that they like, and ’buy’(enter the process of

payment) at least 1 clothes. We will only tell the user how to use our system before the

test. The user does not have to use the function of virtual try-on. We will observe their

behavior when they are using the demo app and we will not interrupt them or talk to

them when they are using the demo app.

2. After using the app, each participant will be interviewed and fill a questionnaire. Last

they are asked to give a score from 1 to 10 to describe that how much they would like

to recommend this function to their friends.

When the user is using the app, we are mainly observing below behaviors:

1. Will the user use the function;
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2. When will the user use the function, before adding the clothes to cart or after adding

them to chart;

3.

After using the demo app, we will interview them below questions;The answer is

grading from 1 to 5 (1 = very negative, 5 = very positive).

Question 1 2 3 4 5

Do you think it is helpful for you to make purchase decisions?
Do you think it is easy to use?
Do you think it can decrease the chance of return?
Do you think it is better than only pictures?
Do you think this system is attractive?

Table 7.1 Investigative questions after using the system

Besides the questionnaire, we also ask the user some open-ended questions:

1. Do you have any comments for the improvement of this system?

After that, we will let the user give the NPS:

Question Score

How much are you willing to recommend the system to your friends?

Table 7.2 Investigative question for NPS

We will classify the users into 3 categories according to the score:

1. Recommender (scores between 9-10): People with fanatical loyalty who continue to

buy and introduce to others;

2. Passive (score between 7-8): Overall satisfaction but not fanatical, will consider other

competitors’ products;

3. Detractor (score between 0-6): Unsatisfactory use or no loyalty to the system.
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The final score is the ratio between the difference of Rocommender and Detractor and

the total number of the participants. The logic of the NPS calculation formula is that the

recommender will continue to buy and recommend it to others to speed up your growth,

while critics can undermine your reputation and allow you to stop growing in negative word

of mouth. NPS scores above 50 percent are considered good. If the NPS score is between

70-80 percent, it proves that your company has a group of high-loyal customers. The survey

shows that most companies’ NPS values are still between 5-10 percent.

7.3 Result

In our evaluation, all the participants gave the positive feedback. Besides we also got

some useful suggests for the improvement of the system. First let me show the behavior we

observed when the user was using the system. We separate the behavior into 4 categories:

Using the function before adding to cart, Using the function after adding to cart, Using the

function in both above situations, Never use. The below table shows the result, Number

means the number of participant that has such behavior:

Question Number

Using the function after adding the cart 6
Using the function after adding to cart 3
Using the function in both above situations 1
Never use 0

Table 7.3 Result of users’ behavior observing

As table 7.3 shows, all users used the function.Since the second and the third behavior

are a little bit unexpected, so we asked some of the participants below questions according to

the behavior:

1. Why do you use the function after adding them to the cart?

2. Why do you use the function both before and after adding them to cart?

And we mainly get two answers corresponding to above questions:
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1. When choosing the clothes, checking some pictures are enough for me, while when it

comes to the payment I want to confirm that I will not return it. So I want to check

again.

2. Before I wanted to check the detail of the clothes, after I want to make sure that I will

not return them back.

Now I would like to show the result of the questionnaire.

Question 1 2 3 4 5

Do you think it is helpful for you to make purchase decisions? 10
Do you think it is easy to use? 2 8
Do you think it can decrease the chance of return? 10
Do you think it is better than only pictures? 10
Do you think this system is attractive? 10

Table 7.4 Result of investigative questions after using the system

As table 7.4 shows, all users gave us a positive feedback. While there are 2 participants

did not give us the full score for question 2, which means we need to improve the interactions

design. And last comes to the NPS.

1 2 3 4 5 6 7 8 9 10

Score 4 6

Table 7.5 Investigative questions after using the system

Luckily, according to the classification before, all users are Recommender in this

experiment, which means our system can increase the satisfaction when the user is buying

clothes online. In the experiment we got some good suggests:

1. I want to also check the size when trying-on, hope that you can make it available soon.

2. The most attractive function is putting the avatar onto the ground, maybe you can

strengthen this function in your UI design, since all the function are in a same priority

now.
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3. Hope that I can also use the system to try on shoes and some other accessories, like

watch.



Chapter 8

Conclusion and Future Work

8.1 Conclusion

In this paper we proposed an automatic, dynamic and personalized virtual try-on system.

Once we deploy the system to a server, users can use it through smartphones or computers.

After uploading a video of self, the user can operate a personalized avatar to try on different

clothes. By integrating multiple model building methods and proposing a double-skeleton

based framework(generate skeleton both for the clothes model and body model), we enable

user-like personalized avatars to try on different garments, which can please users a lot if

they want to buy clothes online.

In general, we designed a dynamic and personalized virtual garments try-on system

by providing personalized users’ 3D avatar. We also designed a fast and simple framework

to implement the virtual try on system and a double-skeleton based method to fit the 3D

garments and 3D bodies.

Compare to previous system, our system mainly has below two advantages:

1. Enhance users’ sense of substitution(more engaged).

2. Dynamic and interactive;

Compared to previous framework, the method we use has below advantages:
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1. Full automated by integrating different latest 3D model building methods. Previous

system needs to fit garments model onto body model manually.

2. Simple and easy to deploy. To use our system, we only need to deploy the code to

server.

There are mainly 3 points for this paper:

1. We designed a simplified framework to implement virtual try-on system.

2. We improved the performance of current model-based try-on system a lot, decreased

the time and increased the quality of appearance.

3. We made an interactive model in virtual try-on system for the first time.

8.2 Future Work

According to the feedback we got from the evaluation, Below are the directions we are

going to work on:

1. Make the system more realistic so that the user can check the size also

2. Make the system more easier to use, give a better user experience.

3. Build the 3D hair model according to the user’s picture also.

As we said before, now the 3D hair generation is finished by us in advance. In the

future we hope that we can also automate this step. So that all the 3D body is generated

automatically. To make that user can also check the size of the clothes when it is on the

avatar, we need to pre-process the clothes model from the clothes shop.
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