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Abstract

Due to COVID-19, online open campuses have become popular in many universities and
schools. However, the lack of interaction with environment and intuitive user representation
in campus result in poor communication between users.

This research aims to improve the communication of online open campuses. We propose
and implement a method of using remote AR for online open campuses to allow users to
visit the campus and use AR functions remotely. The system can recognize the environment
of campus with remote AR technologies. For better communication, users can point out
the objects intuitively with AR pointer and control their avatar to interact with the physical
world.

There are two cases in our user case, group visiting for general public area and laboratory
visiting for room-scale area. Corresponding to this, our proposed system consists of two
approaches.

The core idea is the video-based AR technique used in the first approach. Video-based
AR is an innovative method of capturing environment and AR Session information by saving
intermediate data in the form of video files. It solves the limitation in general AR systems
that users have to capture the environments on-site by themselves and the system transmits
intermediate data in real-time.

Another approach is using 3D model generated by LiDAR. It also allows user visit the
campus remotely and using the same sharing functions. It was used as a supplement in the
different cases to the first approach, and we can also integrated them in a good ways.

With the capability of remote AR, we introduced avatar into the system to help users to
communicate with others. The sharing functions are based on avatar’s action and can be used
in both two modes.
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Chapter 1

Introduction

1.1 Background

Open campus is traditionally an offline event held by the school to promote the campus

to the candidate students. However, due to COVID-19, online open campus has become more

popular. Now video conference (e.g. Zoom [1]) is widely used as a simple solution, and some

prior virtual tour systems can also be considered as a possibility. These methods can meet

the basic requirements of remote visit, but considering that students need to communicate to

obtain school information, they all have limitation in the support of communication. The

problem is that remote users are completely separated from the environment they visit,

resulting in users not being able to see their peers in the environment and lacking an intuitive

means of using the environment’s information in a conversation.

As we know, video files can take time as the axis to save 2D visual history information.

On the other hand, with the development of smartphones, frameworks such as ARcore allow

the use of AR through smartphone. It usually require a real-time stream from the smartphone

camera. But in a new feature recently released by ARCore [2], it indicated that supported

Android phones are allowed to record 3D information of the scene and motion information

of the device in the same way as video files record 2D visual information, which can be used

to record and restore the AR Session.
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Augmented Reality (AR) can make the system recognize the environment in 3D and

superpose virtual objects in the real world. Some typical AR systems might use plane

detection to interact with the environment[3, 4] or virtual avatars to aid communication with

the user[5, 6]. Therefore, we consider that using the above technologies to share AR Session

combined with real-time synchronization of user interaction information such as avatar and

pointer, can be used as a new form of remote AR to improve communication in remote open

campuses.

1.2 Organization of the Thesis

This thesis is organized with 6 chapters: Chapter 1 introduce the background of this

research. Chapter 2 first introduces the goals of this research and the approaches we propose,

and then analyzing the scenarios of the online open campus we give two typical use cases

and corresponding approach at the end. Chapter 3 is organized according to the techniques,

make some introductions to recent related work, and analyze the difference with this research.

Chapter 4 will give the talk of the system design, including the overview, the introduction

of the core idea video-based AR and others design to improve the communication and user

experience. Chapter 5 is about the implementation of the system. We organize the sections

by function. Chapter 6 finally gives the conclusion of this thesis and our future work.



Chapter 2

Research Goal and Approach

2.1 Goal

The goal of this research is to provide an online open campus system based on remote

AR technology, which uses AR annotations and Avatar to provide real-time communication.

Existing online open campuses based on video conferencing can only provide users with

2D visual information, and the communication between users is limited to sharing annotations

and text on the screen. As we know, Augmented Reality (AR) has the abilities of spatial

awareness and superposing virtual objects of, therefore has potential for the communication

with spatial context.

However, general AR systems have the limitation that users have to capture the environ-

ment on-site by themselves. Remote AR [7–10] further provides a way for remote users to

watch the video captured from host side and interact with the environment using AR. In some

previous systems, remote users would wear VR HMDs[7]. But recently with the development

of mobile devices, it has also become possible for remote users to use mobile phones or

tablet[10]. Considering the users of the open campus, using mobile phones by remote users

can make the system more convenient. In addition, in the scenario of an open campus, we

think that we should provide users with different degrees of freedom of operation, such as

group mode and individual mode, depending on the scene of the visit.
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Avatars[11, 12] are usually full-body, half-body or face-only virtual humanoid char-

acter that are used to represent users in VR/AR systems. Avatars have body language and

expressions, and by controlling these actions of avatars, we can improve the communication

between users.

As a summary, the goal can be divided into the following several steps:

1. Provide the method of campus visit based on remote AR;

2. Provide different operating freedom modes based on scenes;

3. Provide the method of using Avatar for multi-user real-time communicate.

2.2 Approach

Fig. 2.1 Two Approaches for RemoteAR and Functions based on Avatar
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Fig.2.1 shows the overview of our proposed approaches. We use the Video-Based AR

technique and 3D Model for remote AR in difference visited scenes and design Sharing

Functions based on Avatar for real-time communication.

Video-based AR is the novelty and core idea of remote AR approaches. ARCore

provides the recording and playback APIs for video-based AR [2]. Using the recording API

to capture a video for AR session, the system will store a data set containing the video stream,

depth map, and motion data. The playback API uses the data set to reconstruct the AR

session as playing the video. It can be noticed that there are no time and location restrictions

when using AR through the playback function. It allows remote users to use the AR function

in the video of a specific location, so we propose that multiple users can access the same

remote AR session by ensuring that users playback at the same time.

Another approach is 3D model. In previous works, 3D models were used by remote users

in remote AR collaboration systems for viewing and performing AR functions [13, 7, 14]. We

scan the 3D models of campus with LiDAR. In a room-scale area such as laboratory rooms,

we can get the model of room in a accepted quality. By controlling the avatar to explore the

model, user can access the place remotely for more detailed observation compared to the

video-based AR approach. In the video mode, 3D models also can be used as the navigation

map.

Sharing functions are functions based on avatar’s action or AR annotations for multi-

user communication. They mainly synchronize user interaction data and use AR features for

display or processing, such as using AR pointer and ray for object pointing and AR panels

for user profile.

2.3 Use Case

In this section, we will introduce the use case we assumed. A typical scenario is

considered as that: a student attend the online open campus using smartphone at home.

Around the appointed time, the student enter the waiting room and wait for the other students

to set off together. When the visiting begins, the student can see the campus scene and other
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group members appear on campus as avatars. The system guides all students according to

the route, starting from the entrance to the student lobby, and then to the 2nd floor. When

visiting the student lobby, the student notice a interesting poster. The student can point out

it with screen touch and ask who has the information about this poster. Other students can

understand which poster is being talked about from the avatar’s action and the AR pointer on

the poster. When coming to 2nd floor, the student would like to choose the most concerned

laboratory to visit. So, the student can click the door from the corridor to enter the laboratory

room. In the laboratory room, the system will not lead a route. But the student can move by

himself/herself to observe the object in laboratory in more detail. If the student found some

place of interest, the same operation can be used to point out the object.

Referring to the use case, we found that there are generally two modes of visits. One is

a group visit organized in a public space, and the other is a free movement visit in a more

private space, we assume it is in a laboratory.

Through the interaction with the door, the user can switch between different scenes and

can switch to different modes according to the different target scenes.

2.3.1 Group Visiting

We apply the video-based AR to the group visiting. In this case, users will gather

together and start to visit at the same time, and can see other users and use the sharing

functions to communicate. It is mainly to visit while walking, the speed of movement

depends on the video recorder, and the route of the visit is also determined in advance during

recording. Because we consider that most of the visitors to the open campus are here for the

first time, it is difficult to ask visitors to choose their own routes in unfamiliar places. We

think this may also be one of the reasons why traditional video tours are popular in open

campuses.
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2.3.2 Laboratory Visiting

Group visiting is always on the move. However, in a room-scale space, there is another

case where the user prefer to standby and observe carefully. Therefore, laboratory visiting

case serves as a supplement to the group visiting. We apply the 3D model mode to this case.

User can control the avatar walk around and communicate with the users in the same room.

The sharing function for communication can also be used in both modes.



Chapter 3

Related Work

3.1 Remote Augmented Reality

Remote AR generally uses the spatial recognition ability of the local AR device to

transmit visual information and motion data to remote devices. Comparatively the remote

device reconstructs the environment information by processing the data and uses it to simulate

the native AR session. In both sides, the users can superimpose digital information on the

same place with the native or simulated AR session. And usually there is a separated thread

or service will synchronize the interactive information between remote users and local users

through the network. One of the challenges is what kind of intermediate data to be used

to transmit visual and motion information. Here we have to consider balancing the user

experience and transmission bandwidth.

Using video streams for visual information is a common approach[15–18], but because

the video is flat and lacks 3D information, it is difficult for the system to provide complex

AR interactions. Sometimes even though 3D representation is used, the 3D information of

the environment is not used when calculating the position of virtual objects.

In the works of Kim et al.[16, 19], the local user wears a AR HMD that shares live

video of local environment to another remote user who wears a VR HMD. And users share a

cube as the pointer to communicate with each other. The result of its user study shows that

there are still difficulties in drawing 3D sketches at a certain depth.
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In order to support more complex interaction with environment in higher accuracy, we

want to use the depth information and spatial information such surface and plane by AR

technique. Now many smartphones have been developed with AR capabilities. They are

equipped with depth camera and motion sensor that enable the plane detection and camera

tracking in AR. Compared to HMDs, mobile devices are more convenient.

In the meantime, many systems of remote AR have been proposed to improve the user

experience by sharing virtual hands, user avatars and pointer [11, 17, 9, 20]. In these systems,

adapting the virtual contents to the real environment’s is a challenge. Mini-Me[11] is a

remote AR collaboration system with the avatar that can adapt with the environment by

redirected gaze and gestures. Similarly, in the subsequent chapters of system design, we also

made adaptive designs for the avatar’s position alignment and the redirection of pointing

actions in order to improve the user experience.

3.2 Virtual Tour

As a possibility of online open campus, virtual tour is widely used because there

are developed commercial products that can be utilized immediately. At present, many

universities adopt some video conferencing software (e.g. Zoom). Through the video

conference software, real-time or pre-recorded video streams can be shared by a local host

to remote users and voice chats can be conducted between users to meet basic visit and

communication requirements. The advantage of video is that it can truly restore the details

of the display scene. However, the shortcomings of video conference is are also obvious, the

video is mainly for watching, while how to communicate with other users while watching is

still preliminary.

Boffi et al.[21] proposed a virtual driving tour system allows users to wear VR HMD to

watch real-time 360 videos of a remote car. It lacks multi-user support and communication

between users. Nassani et al.[15] extended an open-source video conferencing platform

for virtual tours with interactions. Users can control the perspective in a 360-degree video

sharing meeting and move their pointers to be placed on the object they are interest in. While
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the pointer can only be placed on a fixed curved surface relative to the front of the field of

view.

In the online open campus application, in order to solve the communication problem,

we use AR technology to display the user’s avatar and the user’s pointer in the video to

improve communication between users.

Alternatively, different from the video conference, Li et al.[22] used 3D model for the

virtual tour of a campus and Priolo et al.[23] used 3D models for the virtual tour of a museum.

Sanker and Seitz [24] further combined motion capture in a virtual campus tour. Compared

to video-based virtual tours, these systems can provide more freedom of visit details. But for

large scenes, it is difficult to improve the quality of the model to achieve the same realism as

the video.

In order to take advantage of different methods, our system combines video and 3D

model methods. For large spaces, we use video methods and for small spaces, we use 3D

model-based methods. The user can switch between two modes when switching scenes on

the move.

3.3 3D Model Reconstruction

Using a depth camera can scan an object or environment to generate a 3D model[13, 25].

Recently, scanning with LiDAR can improve the accuracy of depth map to get the model

with higher quality [26, 10].

Sankar et al.[27] proposed a method using AR user interface with mobile devices to

capture the room model in an interactive way. It shows the usability of the spatial awareness

of AR that provides high-level environment information such as planes and object in the 3D

models.

Tecchia, Alem, and Huang[9] used the Kinect to capture the 3D meshes in real-time for

remote users in a remote AR collaboration system. Since the 3D meshes are continuously

updated in real-time, it require high bandwidth and users always can only see incomplete

scenes. Wang et al.[10] captured a full 3D model one time with LiDAR and used it for remote
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AR authoring. Teo et al.[7] further combined the static modes with 360-degree live video

in remote AR collaboration. It reduces bandwidth requirements and also provides a certain

amount of AR spatial recognition capabilities. However, because the static model and the

360 live video are from different times, the two different environments may not match when

objects changed.

In the 3D model based remote AR systems, consider how user data should be represented

in addition to the environment model. Gao et al.[8] explored using point-cloud to represent

the remote user’s hands. It achieved a minimal representation, which is sometimes harder for

the user to recognize compared to the 3D AR objects.



Chapter 4

System Design

4.1 System Overview

Fig. 4.1 Overview of our approach
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Fig.4.1 shows the overall structure of the system. We will firstly introduce the techniques

of remote AR and how we use these techniques in the system for remote visiting. Then

introduce the sharing functions based on AR and avatars for communication. Finally, we will

introduce the other functions for improving the user experience.

(a) Pixel4 and Pixel5

(b) iPad Pro

Fig. 4.2 Hardware

Fig.4.2 shows the hardware of the system. We use Google Pixel4 and Google Pixel5 as

the clients. For each user, an Android phone which supports ARCore framework is required.

And user also needs the network to communicate with the server. We use an iPad Pro

equipped with LiDAR camera to generate the 3D models of the room.
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4.2 Video-Based AR

The video-based AR technique [2] is the main approach we use for remote AR. Because

the video-based AR can remove the location and time constraints from general AR.

General AR relies on the visual information from the real-time camera and motion

information from sensors. Because they are all real-time data and the system render AR

environment in real-time, user can only use general AR in the local place. If take the mobile

AR as an example, the depth camera provides the depth map that can be used to analyze the

environment of a frame. The IMU(Inertial Measurement Unit) of the mobile phone usually

includes an accelerometer and a gyroscope, which provide pose information of consecutive

frames, so as to realize the recognition and digitization of the entire scene. In addition, the

RGB camera provides users with the real-world appearance required for interaction.

Fig. 4.3 Mechanism of Video-Based AR
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Fig.4.4 shows the UI of recording and playback function. Under the buttons, there is

text component to show the logs of session state.

Fig. 4.4 UI of Recording and Playback

Recording

A general idea of remote AR is to transmit all the above data to another remote device

through the network in real time to achieve real-time remote AR. While on the base of it, the

video-based AR approach is to package all the above data integrated with time information.

This function will be only opened for the system manager who will create the video for

visitors.

Playback

As the video player restores the real image of the video according to the time axis,

the AR data corresponding to the current frame can be restored by using the packed depth

information and pose information to restore the AR session corresponding to the current

frame while playing the data set. Even though, we set a button of playback, but usually for

the normal visitors, they will automatically start the playback from the same time when the

all group members are ready.

Fig.4.3 shows the mechanism of video-based AR. The system will package the interme-

diate data into a data set. This data set is encoded in the format of MP4 video file. It can be
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shared and used by other devices. The system has two actors, the recorded and the user. We

assume the recorder is the system manager who will create the source video by the "Record"

action and upload them to the server. And we assume the user is the target user of online

open campus, that means the visitors. They can use their own phone to fetch the source video

from the server and restore the information by playback the MP4 file with video-based AR

capability.

(a) General AR

(b) Video-Based AR

Fig. 4.5 Place virtual objects in campus

We use an example in Fig.4.5 to show the difference of usage between general AR and

video-based AR. In the situation of general AR in Fig.4.5a, the user must go to the campus.

And then use AR with a live camera to place virtual objects. However using Video-Based AR

in Fig.4.5b and Fig.4.6a, we just need someone to record a video for the campus with record

function and share the file with other users. For the users, they can play the pre-recorded

video in a remote place at any time. As Fig.4.6b shows, when remote users playback the

video, system render the avatars and the plane visualization using AR.
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(a) Record (b) Playback

Fig. 4.6 Video-Based AR for Online Open Campus

Avatar

By placing virtual objects in the video of campus, we can involve avatars to represent

users. Avatar can not only indicate the user’s location, but also can play animation to

communicate body language. System support the motions such as idle, walking and pointing

as Fig.4.7 shows. And for difference users, we use difference color materiel on the avatar.

(a) Idle (b) Walking (c) Pointing

Fig. 4.7 Avatar Motion

Communication

Fig.4.8 shows the data transmission in real-time communication. We do not synchronize

any visual data, 3D reconstruction of the scene, or motion data through the network. Each

device reconstructs the AR Session using the same data set, and the data set files were shared



4.2 Video-Based AR 18

in advance. The system only ensures that users playback the data set at the same time to

keep the AR Session consistent. The data generated by user interaction is reflected in Avatar

and AR annotations (AR annotations include virtual objects such as pointers, rays, and

polygons, which are collectively referred to here). Based on the feature of Video-Based

AR, we designed this data transmission mechanism for our remote AR that can reduce the

bandwidth requirements for real-time communication. As we tested the demonstration, we

found that network latency and the difference in mobile phone performance will cause the

playback mode to start not completely at the same time, but still within an acceptable range.

Fig. 4.8 Data Transmission in Real-time Communication

4.2.1 Group Visiting

The video-based AR mode is applied to the case of group visiting, in which the places

are usually public areas, such as outdoor area, student lobby and corridor.

We assume that all users start from the same place at the same time and follow together

all the way, excluding the delay caused by network. In order to ensure that users start at

the same time, we design a waiting room. The first person to enter the group visiting will
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become the room host who has a "start" button to start the group visiting when all users are

ready.

In the system, users are in 1st-person view. As Fig.4.9 shows, when the user does not

give any input, the avatar will keep the walking action. From the 1st-person view, there is

no significant effects. Once the user point on some object by touching input, user can see

the hand action from the 1st-person view. Compared to the 3rd-person view, we think that

the 1st-person view can help users identify themselves when there are too many users on the

screen.

(a) Walking

(b) Pointing

Fig. 4.9 1st-Person View

Regarding the alignment of avatar in the situation of multiple users, take the current

user’s screen as a reference, the horizontal order is generated randomly. To optimize the

display of avatars, we canceled the absolute relationship of position, but added an offset from

the front direction for users other than the current user as Fig.4.10 shows.
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(a) Alice’s View (b) Bob’s View

Fig. 4.10 Avatar Alignment

4.3 3D Model

We also use 3D model as another approach of remote AR. The difference is that 3D

model will be used for room-scale areas like laboratory or meeting room. Because in video-

based AR mode, user cannot control the camera of pre-recorded video, which makes it

difficult to explore the facilities in more detail.

For closed room-scale areas, we scan the environment in 360 degrees by LiDAR

camera to get the 3D model. The current user will be represented as an avatar from the

1st-person perspective the same as video-based AR mode, and also the avatar of others will

be synchronized.

When entering the room, the system will place avatar in an initial position. The user

sees the first-person perspective of this avatar from the screen. Fig.4.11 shows the first-person

perspective used by the user and the third-person perspective for comparison.

In the 3D model mode, users have a higher freedom degree to control the view by

themselves. So We design a virtual joystick as the interface to control the avatar’s movement

and direction. The user interface is shown as Fig.4.12. Similar to the video-based AR mode,

users can use the avatar to walk around in the model of corresponding real space, while user

can control the user perspective more freely to get a more detail observation in laboratory

room.
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(a) The Position of Avatar

(b) User’s View

Fig. 4.11 Avatar in 3D Model

Fig. 4.12 Virtual Joystick
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4.4 Sharing Functions

In order to improve real-time communication, we design the sharing functions. The

function list is as follows:

• Pointing: Ray casting and avatar’s hand;

• Voice Sharing: Distance adaptive volume;

• User Profile: Edit and View user basic information.

4.4.1 Pointing

(a) Point Out in 3D (b) Synchronization

Fig. 4.13 Pointing Function

Users can choose the pointer mode to use the pointing function. With AR capabilities,

the system can recognize the environment in 3D and detect the plane from the video. When

the user touches the touch, a virtual will be sent to hit the target position. As Fig.4.13 shows,

the system renders a virtual ray and an indicator object at the hit point to help the user to

point out the target. And the avatar’s hand will synchronize the pointing action. The virtual

ray, indicator, and actions will be synchronized to other users. So when users find some

interesting place, they can use this function to share it.



4.4 Sharing Functions 23

Regarding the position of the indicator and the direction of the ray, the method we use

is to synchronize the world position of the indicator, and then redirect the ray. Because of

the network delay and the performance gap of the device, users may not be able to keep the

same video playback progress. Directly synchronizing the direction of the rays may cause

inconsistency in pointing to the target.

4.4.2 Voice Sharing

Fig. 4.14 Voice Sharing

We design the voice sharing function to allow users to use voice chat in real-time with

others in the same area. In addition to the basic communication function, we use the position

information of AR to make the receiver can hear the volume decreases as the distance from

the sound source increases. We want to use this distance adaptive volume to simulate the

scene of the real world. By controlling the distance and volume, users can create a private

talk in a natural way.

When the volume of the speaker is detected to reach a certain threshold, the system will

display the volume icon on the top of the avatar. The volume icon can be seen by others as

Fig.4.14 shows.
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4.4.3 User Profile

When login into the system, the user will be asked to edit some basic information as

the profile. During the online open campus, the profile can be viewed by touching its avatar.

This function is expected to help users quickly find some common ground with others to

promote their communication. Fig.4.15 shows the virtual board displayed on the avatar when

touching it.

(a) Touch the Avatar

(b) Show the Profile

Fig. 4.15 User Profile
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4.5 3D Map Navigation

Fig. 4.16 3D Map Navigation

The navigation function can always improve the user experience by indicating the

current position on a map. We use the 3D model generated by scanning the same place of

video to make the corresponding 3D map.

Fig.5.16 shows our 3D map made by a 3D model. By synchronizing the position of the

indicator with the dynamic current position in the video, the user can intuitively understand

the current position and the route to visit in the video.
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4.6 Door Interaction

Fig. 4.17 Door Interaction

We design the door interaction to integrate the video-based AR mode with the 3D model

mode. As it is shown in Fig.4.17, users can interact with doors in the video to enter another

room, which means the system will switch to 3D model mode of this room instead of video.

We expect this function to increase user freedom to choose their interesting laboratory room

to visit.

Before that, the system administrator needs to specify the position of the interactive

area of the door and the target 3D model of the room after recording the video. As Fig.4.18a

shows, administrator can specify the area by dragging the 4 vertices of the quad. Then in

Fig.4.18b, chooses a target from the room list.

Fig.4.19 shows that the scene will be changed to the target room216 and the system

mode will be switch to 3D mode with a virtual joystick when the user point on the interactive

door.
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(a) Specify the Area (b) Set the Target Room

Fig. 4.18 Admin: Create Area

(a) Point On (b) Enter the Target Room

Fig. 4.19 User: Interact with Door
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System Implementation

We implement the system on Android phones. The Google Pixel4 and Pixel5 have IMU

sensors to capture device motion and support AR applications based on ARCore. About the

development environment, we use Unity as the platform and use the cross-platform unified

APIs provided by ARFoundation framework.

5.1 ARCore Recording and Playback

For the implementation of video-based AR, ARCore[2] provides the recording and

playback APIs to achieve this function. In version 4.2.0 of ARFoundation SDK, the functions

are located in the "UnityEngine.XR.ARCore.ARCoreSessionSubsystem" class. As the

configuration, we add an ARSession component into the unity project as Fig.5.1 shows.



5.1 ARCore Recording and Playback 29

Fig. 5.1 ARSession Component

In Fig.5.2, after creating the ARsession, we can call the recording API by setting a

configuration about file path and orientation or call the playback API by specifying the path

of the data set. The variable named subsystem is the instance as ARCoreSessionSubsystem

class that inherits from ARSession. It provides the functions to start or stop the recording

and playback and return a structure containing status information.

Fig. 5.2 Use Recording and PlayBack APIs
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Once completed replacing the live camera AR Session with the video-based AR Session,

configuring AR functionality with ARCore is the same as a general AR system. Here is the

example of configuring the plane detection function. As shown in the Fig.5.3a, we add the

AR Plane Manager component to the AR Session Origin. And Fig.5.3b shows the plane

visualization material we use.

(a) AR Plane Manager Component

(b) Visualization of Detected Planes

Fig. 5.3 Configure Plane Detection
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Finally, We bind the script on the GUI buttons and print out the logs of the result as

shown in Fig.5.4a. When playing back a data set, the system can use the same AR capabilities

as in general AR. Fig.5.4b shows the result of using the plane detection of AR in playback

status.

(a) Logs and GUI (b) Plane Detection in Playback

Fig. 5.4 Use AR in the Video

5.2 3D Model Generation

LiDAR is a distance measurement method based on the reflection time difference

of light, which has recently been installed in some consumer products. Therefore, many

applications based on LiDAR to scan models have appeared. We use an iPad Pro and the

application Polycam[28] to scan the laboratory room. As Fig.5.5 shows, the meshes of the

environment are generated, and the places in blue color are to be supplemented by moving

the camera. The complete room model can be generated by moving the camera to scan all

the corners of the laboratory room.
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Fig. 5.5 Scan the Room

We import the 3d model and instantiate the avatars in the Unity scene. After we adjusted

the scale of the model and placed an avatar in at an appropriate starting point to adapt to the

size of the avatar, we get result as shown in Fig.5.7. In order to make avatar can be controlled

by the virtual joystick, we make the hierarchy of objects like Fig.5.6 shows. We use a script

to make the main camera move with the joystick drag, and make the avatar attach to the main

camera as a child object. Then keep the avatar in the room models by adding collisions.
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Fig. 5.6 Hierarchy of Avatar, Model and VirtualJoyStick

Fig. 5.7 Import 3D Model and Avatar into System

The format of 3D model file is GLB. After we import the file into Unity, we will get a

separated mesh file of it as Fig.5.8a shows. In order to ensure that the avatar does not move

through the wall, we add a Mesh Collider component to the object of room and set the mesh

with that mesh file as Fig.5.8 shows.
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(a) Mesh of GLB File

(b) Mesh Collider

Fig. 5.8 Use Mesh for Collisions

Because the avatar we set also has a cube-shaped box collider component, when the

collider of the wall collides with the collider of the avatar, the Unity physics engine will
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block the avatar from continuing to move, so as to prevent the effect of passing through the

wall, as shown in Fig.5.9.

Fig. 5.9 Avatar Blocked by Mesh Collider

5.3 Pointing

When the user touches the screen, the system will render an indicator to show the hit

point and direction. Fig.5.10 shows the visualization of the indicator. It consists of a ray

and a sphere object. We will first calculate the position of the hit point to place the sphere

indicator. Then use the position of the end of the index finger (Fig.5.11) of the current user’s

avatar to connect it with the hit point to render the line.
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Fig. 5.10 Visualization of Indicator

Fig. 5.11 Index Finger of Avatar

The calculation of the hit point is based on the result of the recognition of the real world.

With the ability of plane detection of AR, we simulate launching an invisible virtual ray first,

and then sort the detected planes by distance, and select the intersection of the ray and the

nearest plane as the hit point. It can guarantee the hit point will be only placed on the surface

of real objects.
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5.4 Multiplayer

For the multiplayer function, we use the service of Photon PUN2. It concludes the SDK

for unity client and an optional cloud server or the SDK for own private server.

Fig. 5.12 Set Synchronization Object

Fig.5.12 shows that we set the PhotonView component on the avatar and we check the

position and rotation in the Photon Transform View that is the information we expect to

synchronize through the network.
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Fig. 5.13 Server Option

We comprehensively considered the flexibility and stability of the server, the system

supports the use of cloud services and private servers at the same time. We created a setting

GUI for switching as shown in Fig.5.13. The logs of the local server are shown in Fig.5.14.

Fig. 5.14 Private Server Logs
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5.5 3D Map Navigation

First, we used the same LiDAR method to get the model of the real scene. It should be

noted that the scene here is not the laboratory room but the scene that appears in the video in

Group Visiting, because we will use this model as the navigation map in the video playback

mode. Fig.5.15 shows a video data set recorded by the system and the corresponding 3D

model of the scene in the video.

(a) Video File (b) Model of Video Scene

Fig. 5.15 Video and 3D Map

Then we can set a red spherical object in the model in Fig.5.15b. It is the indicator of the

current location of the user. In the programs of ARCore, the current location can be simply

acquired by the main camera. The pose of the main camera is also continuously updated by

the motion data from the data set in playback mode. Therefore, we can use the world pose of

the main camera to update the local pose of the indicator in the map model with a parameter

used to adjust the scale to achieve synchronization. Fig.5.16 shows the result of combining

video-based AR and 3D map navigation.
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Fig. 5.16 3D Map Navigation

5.6 Door Interaction

In this section, we will introduce the implementation of the door interaction function

from the steps of creating, saving, and loading the interactive area.

Creating

We assume the interactive area is quad. Fig.5.17 shows how to create the area by

touching the screen. We use the touch event and its parameters to determine the different

types of operation. When the user selected 3 points, the system will automatically place the

remaining one point at the symmetrical position.
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Fig. 5.17 Create an Area

Saving

The position of the door is specified by the system manager. So the data need to be

persisted, we use SQ-Lite to save the data. We use the code in Fig.5.18a to create a connection

to the SQ-Lite database and create the "Area" table when initial. The same as creating a

table, we also use SQL statements to save and update data. Fig.5.18b shows the overview of

the data table when actual use.
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(a) Connect and initialize Database

(b) Area Table

Fig. 5.18 Data Persistence

Loading

When loading the scene of video-based AR, the system will not only render the interac-

tive areas from the database but also will call a function to enable the interaction of the door.

As Fig. 5.19a shows, we set the "Physics Raycaster" component on the main AR camera to

utilize the ray-casting function of unity engine. And in Fig.5.19b, we create an event trigger

at the corresponding position of the real door to receive the user’s click event, thus realizing

the interactive function of the door.



5.6 Door Interaction 43

(a) Add Raycaster Component

(b) Add Event Trigger

Fig. 5.19 Enable Interaction on Door



Chapter 6

Conclusion and Future Work

6.1 Conclusion

In conclusion, in this research, we discussed the problem of insufficient communication

in the existing online open campus system, compared the existing video stream-based

methods and 3D model-based methods, and proposed novel ideas for using remote AR.

And compared a variety of remote AR methods, we adopted a specific method of fusing

Video-based AR and 3D models. That is to improve the user experience, users can visit the

remote campus at any place and time, and can intuitively interact with real objects. At the

same time, only a small amount of bandwidth is required because only the interactive data is

synchronized.

Considering the requirement of multi-user communication on the online open campus,

we use avatar to represent users. The avatar supports some motion to communicate. Based

on avatar, we also designed a sharing function for users to improve communication. Users

can share position of interest not only through sounds and actions, but also through sharing

pointers on the surface of real objects.
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6.2 Future Work

We think there is still room for improvement in user experience. For example, the

FoV of the mobile phone is too small and the visitor watching the video cannot move the

angle of view in video playback. Some other remote AR systems use the combination

of 360-degree video to increase the FoV, but there are still challenges in using ARcore to

integrate 360-degree video. Furthermore, it is also very interesting to allow remote users

to interact with real-time users in the field. However, the videos watched by remote users

and the real-time users in the site are at different times. We expect that through the motion

capture technologies, the on-site users can appear in the form of avatars. In addition, the user

study of this thesis is preliminary, so we will upgrade it in the future.
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